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Abstract 

 

Background: Machine learning applications on tabular healthcare data have significant 

untapped potential to diagnose diseases early and personalise treatment for patients but tabular 

healthcare data presents a number of challenges, including heterogenous feature types with 

varying distributions, extreme class imbalance and missing data. These opportunities and 

challenges are exemplified by Covid-19 pandemic datasets, which offer the potential to rapidly 

screen for the disease in hospitals. Synthetic tabular data generation, using conditional tabular 

generative adversarial networks (CTGAN) and tabular variational autoencoders (TVAE), is a 

solution to some of these challenges. However, their robustness to imbalanced and missing data 

has not been systematically investigated. Moreover, in recent years, several extensions to 

variational autoencoders have been proposed improving their performance on imaging data, but 

these have yet to be investigated on tabular data in combination with TVAE. In machine 

learning applications for predictive tasks on tabular data, tree ensemble methods still dominate 

but deep learning is desirable, as it can facilitate end-to-end multi-modal pipelines and online 

learning; this is of particular interest in the healthcare industry. Recent work has highlighted 

promising model families but there has been no comprehensive comparison of them or 

evaluation of their robustness to imbalanced and missing data. Moreover, a new school of 

thought has emerged, which focusses on regularisation. The combination of specialised 

architectures with multiple classes of deep learning regularisation techniques could improve the 

performance of the former, but no work has investigated this. 

 

Aims, objectives and contributions: The main contribution of Part 1 of this study is the novel 

application of an extension to variational autoencoders – normalising flows – to the new domain 
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of tabular data, and investigation of whether this improves the quality of generated synthetic 

electronic health record data. The aim is to advance the current state-of-the-art performance in 

synthetic tabular data generation. The main contribution of Part 2 of this study is the novel 

application of regularisation cocktails to 14 specialised deep learning architectures for tabular 

data, and investigation of whether this improves performance in predicting Covid-19 status on 

electronic health record data. The aim is to advance the current state-of-the-art performance of 

deep learning models for predictive tasks on tabular data. This study additionally performs a 

systematic evaluation of the robustness of generative and predictive models to imbalanced and 

missing data. The aim is to elucidate the utility of these models on imperfect real-world 

datasets. 

 

Methods: Data of hospital admissions during the Covid-19 pandemic was collected from 

electronic health records of 4 NHS trusts. Sample sizes ranged from 1800 to 217200 patients. 

CTGAN, TVAE and TVAE with planar, Sylvester, non-linear independent component 

estimation and real-valued non-volume preserving flow were trained to generate synthetic 

Covid-19 hospital admission data. Quality of synthetic data was evaluated on statistical, 

machine learning detection and efficacy metrics. 14 state-of-the-art deep learning models from 

differentiable tree, attention, feature interaction and regularisation model families, with and 

without regularisation cocktails (consisting of weight decay, dropout, snapshot ensembling, 

batch normalisation, stochastic weight averaging and Lookhead optimiser), were trained to 

predict Covid-19 status from demographic, vital sign and blood test data at hospital admission. 

Classification performance was quantified with area under the ROC curve. 

 

Results: All flow types, except for planar flow, improved the generative performance of TVAE, 

increasing statistical metrics by 1 – 3%, machine learning detection by 1 – 7%, and machine 
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learning efficacy by 1 – 2%. Statistical and machine learning detection metrics were maintained 

when CTGAN and TVAE, including with normalising flows, were trained on imbalanced and 

missing data. Best predictive performances for Covid-19 status were achieved by feature 

interaction-based models (AUC > 0.8), in particular Wide and Deep and product-based neural 

networks (AUC 0.84 – 0.90), and self-attention and intersample attention transformer (AUC 

0.83 – 0.88). Regularisation cocktails improved performance of almost all models: AUC 

increased by 1-4% for differentiable tree-based, 1-10% for attention-based and 3-4% for feature 

interaction-based models. Imbalanced training data degraded AUC of most models, but 

performance improvement associated with regularisation cocktails was maintained and even 

augmented. 

 

Conclusions: TVAE with normalising flows improves the state-of-the-art performance of deep 

generative models on tabular data. These models are robust to real-world datasets with 

imbalanced and missing data, highlighting their potential for the healthcare sector. Specialised 

deep learning models can match and surpass the performance of gradient boosted decision trees 

in predictive tasks on tabular data, enabling the combination of high performance, multi-modal 

pipelines and online learning, which is key in approximating clinician-like decision-making 

processes in the healthcare sector. Regularisation cocktails contribute to high performance for 

all families of specialised architectures, advancing state-of-the-art performance of deep learning 

predictive models on tabular data, and aids performance in the setting of imbalanced training 

data. 
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Chapter 1: Introduction  

1.1   Motivation 

Tabular datasets typically consist of independent and identically distributed samples (rows) 

represented as a vector of features (columns). They are one of the most ubiquitous data types 

and are relied on in a number of real-world domains, of which healthcare is one. Most 

significantly, electronic health records (EHR) are underpinned by storage in a tabular form. 

While machine learning has been increasingly applied to healthcare imaging datasets, EHR data 

represent a vast and relatively untapped source of healthcare data. Machine learning 

applications on EHR data have the potential to screen and diagnose diseases early, monitor 

deterioration, stratify patients to personalised treatment strategies, monitor treatment response 

and provide real-time decision support to healthcare professionals, among many other 

applications (Wong et al., 2018; Zheng et al., 2017; Bronsert et al., 2020; Kogan et al., 2020; 

Luz et al., 2020; Wong et al., 2018; Golas et al., 2018; Mandair et al., 2020; Martinez et al., 

2020). Thus, optimising machine learning applications for tabular data is paramount to 

maximising its potential to revolutionise the healthcare domain. 

 

1.2   Challenges 

However, tabular data presents a number of unique challenges which have traditionally limited 

the success of deep learning approaches that have performed well on imaging and natural 

language. Firstly, tabular data typically consists of heterogenous feature types (continuous, 

ordinal and categorical) with a wide variety of distributions, in contrast to imaging and natural 

language where datapoints have uniformly continuous and discrete distributions, respectively. 

In addition, continuous features often follow multi-modal non-Gaussian distributions, and 

distributions of discrete features are often significantly imbalanced between major and minor 
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categories (Xu et al., 2019). Secondly, there is no prior knowledge from the data structure e.g. 

positional information which could be exploited to infer associations (as individual rows and 

columns are arbitrarily ordered); indeed, in a table, any set of features might be either 

independent or correlated so models must be able to discover correlations without relying on 

locality, in contrast to imaging (where pixels in close proximity can be inferred to be correlated) 

or natural language (where tokens in close proximity have association). Thirdly, compared to 

imaging, the relative importance of different features in tabular data is considerably more 

variable. 

 

Further challenges are associated with machine learning on tabular data specifically in the 

healthcare domain. Firstly, diseases and conditions of interest in predictive tasks are typically 

uncommon in the population, thus healthcare datasets are characterised by significant class 

imbalance, often more extreme than 1:10. This is especially the case in application domains of 

disease screening and early diagnosis. This can result in lack of training opportunities for minor 

classes. A second key challenge is missing data and data sparsity. When data is collected 

routinely in EHRs, many fields are often missing per patient, due to targeted clinical 

investigation, lack of time and resource, patient refusal, etc. When data is collected 

prospectively, non-participation and dropout rates can be high. Thirdly, access to healthcare 

datasets is typically limited by data privacy regulation owing to data being personally sensitive. 

As data cannot be freely shared or released into the public domain, this makes model 

development across multiple datasets and external verification of model performance difficult. 

Finally, machine learning applications in the healthcare domain require interpretability, as it is 

necessary for healthcare professionals to understand how a prediction was reached to verify the 

accuracy of its reasoning and to gain insights into the most important contributing factors, given 

the critical nature of clinical decisions and their safety implications. Thus, the “black box” 
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nature of deep learning methods, where feature importance is often difficult to assess given 

high-dimensional and implicit representations, poses a barrier to their wider use. 

 

1.3   Motivation and Challenges: The Case Study of Covid-19 

The importance of tabular data and the challenges associated with it has been exemplified by 

datasets collected for Covid-19. Rapid screening of Covid-19 in patients admitted to hospital is 

crucial for robust infection control among hospital patients but is hindered by slow turnaround 

of gold-standard Covid-19 PCR tests and lack of access to mass high-fidelity rapid Covid-19 

tests – many rapid testing options have insufficient sensitivity in real-world settings (Dinnes et 

al., 2021) and cannot be performed at scale. Vital signs and blood tests conducted routinely on 

patients admitted to hospital typically have a much faster turnaround than Covid-19 tests, so 

could be leveraged for earlier identification of patients who might be Covid-19 positive, within 

the first hour of admission. Studies have demonstrated that specific blood-based markers, for 

example lymphocytes, basophils, eosinophils, C-reactive protein, ferritin, troponin and D-dimer 

are perturbed in Covid-19 infection, and thus could be markers that indicate viral presence 

(Wynants et al., 2020; Petrilli et al., 2020). Applying machine learning to this tabular EHR data 

in order to predict Covid-19 status represents a promising approach to rapid triage of Covid-19 

in hospitals, at no additional cost.  

 

However, this task faces many of the challenges that beset machine learning on tabular 

healthcare data. The data will consist of a mix of discrete features, such as gender and ethnicity, 

and continuous features, such as vital signs and blood test parameters. Discrete features such as 

ethnicity have highly imbalanced distributions with a “White” majority class of more than 90%. 

One would expect relative feature importance to be highly variable, given that Covid-19 
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stimulates a primarily immune response which is reflected by blood-based markers (tests such 

as blood cell counts will be more important than tests for kidney or liver function). A chief issue 

will be class imbalance, as Covid-19 prevalence is low among hospital admissions. EHR 

datasets used in this study encompassing the entire Covid-19 pandemic records an average 

prevalence of 5 – 10%, and this is likely to decrease substantially as the population becomes 

fully vaccinated. In a “post” pandemic world, it is highly likely that prevalence will persist at 

below 1% (Telenti et al., 2021). 

 

1.4   Deep learning-based synthetic tabular data generation 

1.4.1   Existing work 

For several challenges associated with machine learning on tabular data in the healthcare 

domain, generating synthetic datasets that closely resemble real datasets is a potential solution. 

Synthetic data generation can be used to (1) increase the minority class in a training dataset, as a 

form of data augmentation, and thus ameliorate issues of class imbalance (Che et al., 2017), (2) 

learn the distribution of the data to impute missing data (Yoon et al., 2018; Hammad Alharbi & 

Kimura, 2020; Dong et al., 2021; Camino et al., 2019; Pereira et al., 2020), and (3) fully 

anonymise a sensitive dataset, enabling it to be more widely disseminated for collaborative use 

while mitigating the risk of privacy violations (Yoon et al., 2020; Bae et al., 2019). 

 

Traditionally, synthetic data generation has focused on taking features as random variables and 

modelling multivariate probability distributions, followed by sampling from these joint 

distributions. Discrete variables can be modelled by Bayesian networks (Avino et al., 2018; 

Zhang et al., 2017) while continuous variables can be modelled by copulas (Patki et al., 2016; 

Sun et al., 2019). However, the fidelity of synthetic data generated in this manner is hindered by 
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limitations in complexity of multivariate distributions imposed by computational time and 

memory constraints. 

 

In recent years, significant advances have been made in deep learning-based generative models, 

primarily generative adversarial networks (GANs) and variational autoencoders (VAEs), which 

learn probability distributions more flexibly and thus can generate higher quality synthetic 

samples than statistical models (Goodfellow et al., 2014; Kingma & Welling, 2014). GANs and 

VAEs have a history of success in the imaging domain but have been extended to tabular data 

including in the healthcare sector for the purpose of generating EHR data. Two prominent 

examples are medGAN, which combines a GAN and autoencoder, to generate data with high-

dimensional heterogenous feature types (Choi et al., 2017) and ehrGAN, which was used for 

augmentation of training data (Che et al., 2017). However, the challenges associated with 

tabular data already mentioned poses several significant problems for the modelling of its 

probability distribution. The first is the need to model continuous and discrete feature 

distributions; for GANs this requires using different non-linear activations on the output (Xu et 

al., 2019). Secondly, multi-modal non-Gaussian distribution of continuous features can lead to 

mode collapse and vanishing gradient, and imbalanced discrete features can result in minor 

classes, which exert little effect on the overall distribution of the data, being missed in generated 

samples (Xu et al., 2019). Thirdly, if individual datapoints in real data is in the form of sparse 

one hot encoded vectors while synthetic datapoints are dense vectors representing probability 

distribution over classes, these may be trivially distinguished based on sparseness (Xu et al., 

2019). 

 

Recent state-of-the-art GAN models such as conditional tabular GAN (CTGAN) have been 

proposed to address these challenges. Tabular VAEs (TVAE) have simultaneously been 
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proposed and demonstrated to outperform CTGAN (Xu et al., 2019). While CTGAN possesses 

a number of extensions relative to, not only the original GAN, but also later developments in the 

form of Wasserstein GAN (WGAN) and tabular GAN (TGAN) (Arjovsky et al., 2017; Xu & 

Veeramachaneni, 2018), which makes it well-suited for the idiosyncrasies of tabular data, 

TVAE is based on the original VAE and has not been extended. In particular, as will be outlined 

in Chapter 2, while the generative network of TVAE has been adapted for tabular feature types, 

its inference network is still equivalent to that of the original VAE. Nevertheless, in recent 

years, a number of extensions have been proposed to VAEs which have systematically 

improved their performance on imaging datasets (Rezende & Mohamed, 2015; Higgins et al., 

2017; Rainforth et al., 2018), but these have yet to be investigated on tabular datasets in 

combination with TVAE. 

 

Another remaining gap in the evaluation of CTGAN and TVAE is their robustness to datasets 

with imbalanced and missing data, which has not been systematically investigated, despite this 

being one of the main challenges in real-world applications in industries such as healthcare. 

 

1.4.2   Aims, objectives and contributions 

Thus, in Part 1 of this study, the main contribution is the novel application of an extension to 

VAEs – normalising flows – to the new domain of tabular data. Normalising flows is a 

technique to learn a richer approximate posterior and thereby address one of the key, if not the 

most important, limitation of VAEs (Rezende & Mohamed, 2015). I create a new solution for 

synthetic tabular data generation by extending the vanilla TVAE inference network to make use 

of four different types of flows – planar, Sylvester, non-linear independent component 

estimation (NICE) and real-valued non-volume preserving transformation (RealNVP) (Rezende 
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& Mohamed, 2015; van den Berg et al., 2018; Dinh et al., 2014; 2017). I assess whether this 

approach improves generative performance by empirically investigating whether they improve 

the quality of synthetic data generated from real EHR datasets of patients admitted to hospital 

during the Covid-19 pandemic, in comparison to vanilla TVAE and CTGAN. To the best of my 

knowledge, this is the first work to apply normalising flows to VAEs on tabular data. The aim 

of this extension is to advance the current state-of-the-art performance in synthetic tabular data 

generation. 

 

The second contribution of Part 1 of this study is the novel systematic application of CTGAN 

and TVAE to imbalanced and missing data. I investigate the performance of CTGAN, vanilla 

TVAE and TVAE with normalising flow on real EHR datasets with imbalanced and missing 

data, to evaluate their robustness. The aim of this is to comprehensively elucidate the utility and 

potential of these generative models on imperfect real-world datasets and the healthcare sector. 

 

1.5   Deep learning-based prediction on tabular data 

1.5.1   Existing work 

For supervised predictive tasks on tabular data, shallow learning in the form of tree-based 

ensemble methods e.g. random forest and gradient boosted decision trees (GBDT) are the 

current dominant and most widely used approaches; leading methods in this space include 

XGBoost, CatBoost and LightGBM (Friedman, 2001; Chen & Guestrin, 2016; Prokhorenkova 

et al., 2017; Ke et al., 2017). In addition to state-of-the-art performance, other benefits which 

make them a preferred technique are their efficiency in representing decision boundaries 

common in tabular data, selection of features of high importance, and explainability conferred 

by tracking tree and node structure (Lundberg et al., 2018). Practically, they are also easy to 
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implement and fast to train, without requiring significant hyperparameter tuning, and thus are 

popular in real-world applications. However, tree-based methods have drawbacks. They learn 

by greedy splitting to construct trees (local optimisation) so may not learn globally optimal 

solutions. They are not differentiable so cannot be trained with gradient optimisation, which 

prevents their inclusion in pipelines that are trained end-to-end, and they are not suitable for 

online learning. Moreover, they require manual feature engineering. 

 

In recent years, deep learning has enjoyed remarkable success in predictive tasks in a number of 

domains, including computer vision, audio and natural language processing, and has become a 

state-of-the-art method that has enabled significant advances in these (He et al., 2016; Devlin et 

al., 2018; Lai et al., 2015; van den Oord et al., 2016; Amodei et al., 2016). This has owed in 

large part to specialised architectures, such as CNNs and RNNs, which are well adapted to 

encode data into meaningful representations in these domains. There has been significant 

interest in the machine learning community to extend deep learning to tabular data as it can 

sidestep many of the challenges faced by decision trees. Deep learning models can be 

incorporated into end-to-end pipelines trained with gradient-based optimisation methods, from 

which arises numerous benefits such as construction of multi-modal pipelines that leverage 

imaging and text data alongside tabular data, combining models most suited to each data type. 

Such pipelines hold promise in healthcare as a way of integrating the insights from patient 

symptom reports, biochemical and imaging investigations, to make more realistic predictions 

about diseases, in a manner that more closely replicates the real decision-making processes of 

clinicians. Deep learning methods can also be continually trained on streaming data, which is 

needed for EHR data that is collected in real time. This is especially important in the Covid-19 

pandemic, which is rapidly evolving as the population becomes vaccinated; models for 

predictive tasks on hospital Covid-19 admissions will need to be continuously refined. Other 
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advantages of deep learning are automatic feature engineering and greater suitability for large 

datasets (Goodfellow et al., 2016; Hestness et al., 2017). 

 

Theoretically, the representative power of deep learning methods confers them potential to 

outperform tree-based approaches. However, the success of deep learning methods in imaging 

and natural language domains have not extended thus far to tabular data, many of the reasons of 

which are the challenges associated with tabular data already mentioned. Deep learning models 

do not demonstrate consistent performance advantage over leading GBDT methods; it has been 

found to be dataset-dependent (Zhou & Feng, 2017; Miller et al., 2017; Lay et al., 2018; Feng & 

Zhou, 2018; Ke et al., 2018). Certainly, there is no dominant deep learning architecture for 

tabular data. However, the domain remains underexplored and the increasing number of works 

in this area have highlighted a few promising architectures which improve the performance of 

deep learning on tabular data. The main families of current state-of-the-art deep learning models 

for predictive tasks on tabular data, as identified in a recent review by Gorishniy et al. (2021), 

are: differentiable tree-based, attention-based and feature interaction-based models. However, 

the performance of these has been evaluated with different datasets; there has been no 

comprehensive comparison of all model families on one task. Due to this, it is difficult to 

pinpoint which models or families perform better than others. Moreover, none of the state-of-

the-art models have been evaluated in the healthcare domain, despite its importance and the 

abundance of tabular datasets in this domain. 

 

A new school of thought has recently emerged which focusses on regularisation, with simple 

but well-regularised deep learning models shown to outperform specialised architectures (Kadra 

et al., 2021; Shavitt & Segal., 2018; Lounici et al., 2021; Klambauer et al., 2017). It has been 

proposed that regularisation cocktails (the joint and simultaneous application of multiple classes 
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of deep learning regularisation techniques) could also benefit specialised architectures (Kadra et 

al., 2021). However, no work has systematically investigated the combination of specialised 

architectures with a range of regularisation techniques. 

 

Another remaining gap in the evaluation of state-of-the-art deep learning models for predictive 

tasks on tabular data is that no work has systematically examined their robustness, in particular 

to datasets with imbalanced classes or missing data, which are common in the healthcare 

domain. Moreover, it has been suggested regularisation cocktails need to be tested under all data 

modalities, including imbalanced and missing data (Kadra et al., 2021). 

 

1.5.1   Aims, objectives and contributions 

To this end, Part 2 of this study performs a large-scale evaluation of all 14 models on a real 

EHR dataset of patients admitted to hospital during the Covid-19 pandemic. Performance is 

externally validated on 3 additional Covid-19 datasets from different NHS trusts. To the best of 

my knowledge, this is the widest systematic comparative study to date of deep learning models 

for predictive tasks on tabular data, surpassing the 4-5 compared in two recent reviews 

(Gorishniy et al., 2021; Shwartz-Ziv & Armon, 2021). It also represents the first application of 

these models to the healthcare domain. The aim of this extensive comparison is to identify the 

models that consistently perform well and make recommendations on those that should be 

preferred for tabular data. I also aim to definitively answer the question of whether any of these 

models surpass the performance of GDBT (which have been previously applied by others in the 

research group) on this typical tabular healthcare dataset, which has high applicability to other 

EHR data. 
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The main combination of Part 2 of this study is the novel application of regularisation cocktails 

to specialised deep learning models for tabular data, a new but naturally coherent approach to 

improving the state-of-the-art performance of these models. I extend the architecture and 

training of 14 current state-of-the-art deep learning models for prediction on tabular data (Popov 

et al., 2019; Chen, 2020; Yang et al., 2018; Arik & Pfister, 2019; Huang et al., 2020; Somepalli 

et al., 2021; Cheng et al., 2016; Guo et al., 2017; Wang et al., 2017; Lian et al., 2018; Qu et al., 

2016; Shavitt & Segal, 2018; Lounici et al., 2021; Klambauer et al., 2017) with combinations of 

three families of regularisation techniques – weight decay, model averaging (dropout and 

snapshot ensembles) and implicit regularisation (batch normalisation, stochastic weight 

averaging and Lookahead optimiser) (Kadra et al., 2021; Srivastava et al., 2014; Huang et al., 

2017; Ioffe & Szegedy, 2015, Izmailov et al., 2018; Zhang et al., 2019). I empirically 

investigate whether performance in the task of predicting Covid-19 status from EHR datasets of 

patients admitted to hospital during the Covid-19 pandemic is improved, relative to the base 

deep learning models. To the best of my knowledge, this is the first work to combine 

regularisation cocktails and specialised deep learning models for tabular data. The aim of this 

extension is to advance the current state-of-the-art performance of deep learning models for 

predictive tasks on tabular data. 

 

The second contribution of Part 2 of this study is the novel systematic application of all 14 state-

of-the-art deep learning models, with and without regularisation, to imbalanced and missing 

data. I investigate the performance of models on real EHR datasets with imbalanced and 

missing data, to evaluate their robustness. The aim of this is to comprehensively elucidate the 

utility and potential of these predictive models on imperfect real-world datasets and the 

healthcare sector. 
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1.6   Structure of dissertation 

This dissertation will start by reviewing current state-of-the-art deep generative models for 

synthetic tabular data in Chapter 2, followed by a review of state-of-the-art deep learning 

models for predictive tasks on tabular data, in Chapter 3. The experimental work is presented in 

detail in Chapter 4 and the results of these empirical investigations are given in Chapter 5. 

Chapter 6 presents a discussion of the findings and Chapter 7 concludes with suggestions of 

further work. 
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Chapter 2: Deep generative models for synthetic 

tabular data 

 

This chapter outlines the requirements for synthetic tabular data in Section 2.1, reviews the 

current state-of-the-art deep learning models developed to generate synthetic tabular data in 

Sections 2.2 and 2.3 and presents the approach of normalising flows in Section 2.4. 

 

2.1   Synthetic data 

The requirements of synthetic tabular data are that it must closely match the real data in feature 

distributions and preserve the associations between features, whilst ensuring no information 

leakage from real data. Quality of synthetic data generated from real data is usually evaluated in 

four ways: statistical, machine learning detection, machine learning efficacy and privacy (SDV, 

n.d.). 

1. Statistical evaluation compares corresponding individual columns in the real and 

synthetic data, for example the distributions of continuous and discrete features. 

2. Machine learning detection evaluates the difficulty of the task of training a machine 

learning classifier to separate real from synthetic data (which are given different binary 

labels). 

3. Machine learning efficacy assesses whether it is possible to substitute the real data for 

the synthetic data in a machine learning task, using the synthetic data as the training 

data for a predictive task and measuring the performance of the trained model on a test 

dataset of real data. 
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4. Privacy evaluation assesses whether it is possible to predict sensitive features in the real 

data, after seeing the synthetic data, by training an adversarial model to predict sensitive 

features in the synthetic data and measuring its performance on the real data. 

 

2.2   Generative adversarial networks 

Deep generative models have traditionally been limited by the challenges associated with 

estimating intractable probability distributions present in data. GANs present a new approach 

for generating data using an adversarial process (Goodfellow et al., 2014). The core idea is to 

train two models, a generative model G to learn the distribution of the data (it does this by 

sampling from a prior 𝑝𝑧(𝐳) and learning a transformation to map this to the real data 

distribution with G(z) representing the mapping) and a discriminative model D that 

distinguishes whether the datapoints are real or generated with D(x) representing the probability 

that x originated from the real rather than generated data. The two models compete in a 

minimax two player game, with G being trained to generate data samples which “fool” the 

discriminator (maximising the error of D) and D being trained to make the correct prediction 

with regard to the origin of real and generated data samples (minimising the error of D). D 

provides training signal to G to generate data samples in regions that are more likely to be 

classed as real data and which are therefore less distinguishable from real data. Eventually, a 

unique solution is reached in which G generates data that replicates exactly the distribution of 

the real data and D classifies datapoints with 50% accuracy. This avoids the traditional 

difficulties in inference, obviating the need for approximate inference networks or Monte Carlo 

Markov chain sampling. G and D are typically multi-layer perceptrons (MLPs) so can be trained 

with backpropagation, with sampling by forward propagation. 
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The training process and objective of GANs is as follows:  

1. Train D to maximise the probability of classifying the real data x and the generated data 

from G correctly 

2. Train G to minimise log(1 − 𝐷(𝐺(𝐳))) 

3. Objective function: 

𝑚𝑖𝑛

𝐺

𝑚𝑎𝑥

𝐷
𝑉(𝐷, 𝐺) = 𝔼𝐱~𝑝𝑑𝑎𝑡𝑎(𝐱)[log𝐷(𝐱)] +𝔼𝐳~𝑝𝑧(𝐳)[log(1 − 𝐷(𝐺(𝐳)))] 

In practice, the algorithm alternates between k steps which train D followed at the end by one 

step which trains G. 

 

2.2.1   Conditional tabular GAN 

CTGAN modifies the base GAN model to address the challenges posed by tabular data, and is 

the current state-of-the-art GAN for the tabular domain, performing significantly better than 

other GANs and Bayesian methods (Xu et al., 2019). It extends GAN with mode-specific 

normalisation, which converts continuous values into a bounded vector representation, to 

address the challenge of multi-modal non-Gaussian continuous feature distributions. This is in 

contrast to min-max normalisation traditionally used by GANs. CTGAN incorporates a 

conditional generator and training-by-sampling to address the challenge of imbalanced discrete 

features: the conditional generator has the role of generating synthetic datapoints conditioned on 

a discrete feature and training-by-sampling samples synthetic and real data by log frequency of 

each class, thereby ensuring all classes in a discrete feature are sampled evenly during training. 

However, CTGAN also ensures the real data distribution is recovered. This is in contrast to a 

traditional GAN which does not have any mechanism to ameliorate imbalanced discrete 

features: in these cases, random sampling of real data results in insufficient representation of 

minor classes and thus generated data that lacks certain classes, but resampling of real data 
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results in a learnt distribution for the generated data that is different from the real distribution 

(Xu et al., 2019). 

 

Mode-specific normalisation involves representing values of a continuous feature as a vector of 

a mode and mode value. The distribution of individual continuous features are first modelled as 

a variational Gaussian mixture model: for example, for a three mode distribution, the value of 

the modes can be represented as η1,η2 and η3 and the Gaussian mixture model as ℙ𝐶𝑖(𝑐𝑖,𝑗) =

∑ 𝜇𝑘𝒩(𝑐𝑖,𝑗; 𝜂𝑘 , 𝜙𝑘
3
𝑘=1 ) where Ci is the continuous feature, ci,j is the feature value, µk is the 

weight of the mode and ϕk is the standard deviation of the mode. Using this fitted model, the 

probability of the value of a feature arising from each mode is computed as probability densities 

𝜌𝑘 =𝜇𝑘𝒩(𝑐𝑖,𝑗; 𝜂𝑘 , 𝜙𝑘). The mode with the highest probability density is selected, thus 

informing the one hot vector of the mode: for example 𝛽𝑖,𝑗 = [0, 0, 1] if the third mode was 

selected. The value of the feature within the mode is computed by normalisation of the value of 

the feature relative to the value and standard deviation of the mode: 𝛼𝑖,𝑗 =
𝑐𝑖,𝑗−𝜂3

4𝜙3
. The 

continuous feature can then be represented as 𝛼𝑖,𝑗⨁𝛽𝑖,𝑗, where ⊕ is a concatenation operator. 

 

The core idea of the conditional generator is that it fixes the value of a particular discrete feature 

i.e. k* is the value of the discrete feature Di*. The generator seeks to learn generated data with a 

conditional distribution i.e. ℙ𝐺(row|𝐷𝑖∗ = 𝑘∗) that matches the conditional distribution 

ℙ(row|𝐷𝑖∗ = 𝑘∗) in the real data. In this way, the correct row distribution can be computed as 

ℙ(row) = ∑ ℙ𝐺(row|𝐷𝑖∗ = 𝑘∗)𝑘∈𝐷𝑖∗ ℙ(𝐷𝑖∗ = 𝑘). CTGAN achieves this using a conditional 

vector, generator loss and training-by-sampling. The conditional vector is simply a means of 

coding the choice of a particular discrete feature Di* and its value k*. In essence, discrete 

features are coded into one hot mask vectors. For example, for two discrete features D1 and D2 
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taking values 𝐷1 = {1,2,3} and 𝐷2 = {1,2}, the condition 𝐷2 = 1 is represented by vectors 

𝐦1 = [0,0,0] and 𝐦2 = [1,0]. The final conditional vector is then derived as 𝐦1 ⊕. . .⊕𝐦𝑁𝑑
, 

hence in this example 𝑐𝑜𝑛𝑑 = [0,0,0,1,0]. Training the conditional generator requires an 

additional component to the loss compared to the generator of a traditional GAN as the 

conditional generator can produce any one hot mask vector for discrete features, not necessarily 

the correct cond; this is addressed by adding the cross entropy between the generated and true 

cond as a penalty to the generator loss. Finally, having constructed the cond vector, the 

motivation behind the conditional generator is to appropriately sample it so as to evenly explore 

all values in discrete features, in spite of their infrequency. This is achieved by training-by-

sampling, which involves random selection of a discrete feature, such that each feature is 

selected with equal probability. Following this, a probability mass function is constructed across 

all values that the feature can take, with the probability mass associated with each value being 

the log of the frequency of the value. 

 

2.3   Variational autoencoders 

Currently, variational inference underlies the most realistic of generative models, especially for 

imaging and text, and can scale to large datasets (Kingma & Welling, 2014; Rezende et al., 

2014; Hoffman et al., 2013; Gregor et al., 2014; 2015). The challenge that variational inference 

seeks to tackle is the following: dataset X with datapoints xi is generated by a process based on 

unobserved latent variable z. A value zi is first generated from a prior distribution pθ(z) and the 

value xi is then generated from the conditional distribution pθ(x|z). Inference requires finding 

the marginal likelihood pθ(x) which requires marginalisation of latent variables 𝑝𝜃(𝐱) =

∫ 𝑝𝜃(𝐳)𝑝𝜃(𝐱|𝐳)𝑑𝑧; this integration is typically intractable. Finding the posterior distribution of 

latent variable z, 𝑝𝜃(𝐳|𝐱) =
𝑝𝜃(𝐱|𝐳)𝑝𝜃(𝐳)

𝑝𝜃(𝐱)
, is also typically intractable. To generate synthetic data 

it is necessary to replicate the process of data generation and thus maximum likelihood or 
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maximum a posteriori estimation of the parameters θ is needed – this too requires 

marginalisation over the latent variables z which is intractable (Kingma & Welling, 2014). 

Variational inference is an approach for efficient inference in the face of these intractable 

distributions. The core idea is to reformulate the inference problem to an optimisation problem 

by learning parameters of an approximation to the true intractable posterior pθ(z|x), which is 

done by introducing a parameterised variational family qϕ(z), then learning the parameters ϕ 

that gives the best approximation to the true posterior based on minimising KL(q||p) i.e. 𝜙∗ =

argmin𝐾𝐿(𝑞𝜙(𝐳)||𝑝𝜃(𝐳|𝐱)) (Jordan et al., 1999). It is not possible to work directly with 

argmin𝐾𝐿(𝑞𝜙(𝐳)||𝑝𝜃(𝐳|𝐱)) as the posterior pθ(z|x) is unknown but, as the marginal 

likelihood pθ(x) is independent of ϕ, the optimisation problem can be reformulated to 𝜙∗ =

argmin𝐾𝐿(𝑞𝜙(𝐳)||𝑝𝜃(𝐳, 𝐱)) = argmin𝔼𝑞𝜙(𝐳)[log
𝑞𝜙(𝐳)

𝑝𝜃(𝐳,𝐱)
]. This can be written: 

argmax𝔼𝑞𝜙(𝐳)[log
𝑝𝜃(𝐳, 𝐱)

𝑞𝜙(𝐳)
] = argmax log 𝑝𝜃(𝐱) − 𝐾𝐿(𝑞𝜙(𝐳)||𝑝𝜃(𝐳|𝐱)) 

where the first term is the log marginal likelihood and the second is the Kullback-Leibler (KL) 

divergence between the true and approximate posterior. It is known as the negative free energy 

or evidence lower bound (ELBO), as it is the lower bound on the log marginal likelihood (as KL 

divergence is non-negative), also demonstratable by Jensen’s inequality: 𝔼𝑞𝜙(𝐳) [log
𝑝𝜃(𝐳,𝐱)

𝑞𝜙(𝐳)
] ≤

log𝔼𝑞𝜙(𝐳) [
𝑝𝜃(𝐳,𝐱)

𝑞𝜙(𝐳)
] = log 𝑝𝜃(𝐱). The ELBO can be alternatively written as:  

argmax 𝔼𝑞𝜙(𝐳)[log𝑝𝜃(𝐱|𝐳)] − 𝐾𝐿(𝑞𝜙(𝐳)||𝑝𝜃(𝐳)) 

where the first term is the expected reconstruction error and the second is the KL divergence 

between the prior and posterior approximation (a regulariser keeping the posterior 

approximation close to the prior). The goal is to maximise the ELBO with regard to both 

variational parameters ϕ and generative model parameters θ. 



28 

 

 

In order for variational inference to be successful, two issues must be addressed. The first is the 

need for rich flexible approximate posterior distributions that can capture the true posterior and 

the second is the need for efficient computation of the derivatives of the ELBO i.e. 

∇𝜙𝔼𝑞𝜙(𝐳)[log 𝑝𝜃(𝐱|𝐳)]. These are in part addressed by the two key characteristics of variational 

inference approaches: amortised inference and the reparameterization trick. 

 

The motivation for amortised variational inference is that if a single qϕ(z) is shared across all 

datapoints it cannot simultaneously be a good fit for all of them. It is theoretically possible to 

use a different ϕ for each datapoint but the whole dataset would need to be iterated over to 

update ϕ as θ is updated. Amortised variational inference is a solution which involves learning 

a mapping from datapoints x to latent variables z and variational parameters ϕ using a 

distribution of the form qϕ(z|x) which is the inference network (Kingma & Welling, 2014; 

Rezende et al., 2014; Gershman & Goodman, 2014). Then, learning ϕ corresponds to learning a 

mapping rather than a particular variational approximation. Using an inference network is 

advantageous as it avoids the need to learn variational parameters for each data point, with a set 

of global shared variational parameters ϕ computed instead. This allows amortisation of the cost 

of inference, making inference far more efficient. A widely used choice of parameterised 

mapping is diagonal Gaussian distributions of the form 𝑞𝜙(𝐳|𝐱) = 𝒩(𝑧|𝜇𝜙(𝐱), 𝜎𝜙(𝐱)), where 

the mean μϕ(x) and standard deviation σϕ(x) functions are specified with deep neural networks. 

 

VAEs combine variational inference with deep learning. In VAEs, both the inference network 

qϕ(z|x) (encoder) which maps samples x to latent representation z and the generative network 

pθ(x|z) (decoder) which maps the latent representation z to samples x are neural networks 
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(Kingma and Welling, 2014). A common choice for VAEs is to set the prior of latent variable z 

to be a centered isotropic multivariate Gaussian distribution 𝑝𝜃(𝐳) = 𝒩(𝐳|0, 𝐈)and the 

variational approximate posterior qϕ(z|x) to be a multivariate Gaussian distribution with 

diagonal covariance matrix 𝑞𝜙(𝐳|𝐱) = 𝒩(𝐳|𝜇𝜙(𝐱), 𝑑𝑖𝑎𝑔(𝜎𝜙
2(𝐱)))where µϕ(x) and σ2

ϕ(x) are 

the posterior approximation mean and standard deviation and are a function of datapoints x, 

with the function being a neural network parameterised with weights ϕ. The distributions for 

the generative model pθ(x|z) are chosen to suit the data type: multivariate Gaussian distribution 

for continuous data and a Bernoulli distribution for binary data, whose parameters are a function 

of latent variables z, with the function being a neural network. 

 

2.3.1   Tabular VAE 

Tabular VAE adapts the conventional VAE to generate data of mixed feature types (Xu et al., 

2019). The inference network qϕ(z|x) is unchanged from the conventional VAE and the 

variational approximate posterior is set as a multivariate Gaussian distribution with diagonal 

covariance matrix 𝑞𝜙(𝐳|𝐱) = 𝒩(𝜇, 𝜎𝐈). The generative network pθ(x|z) is modified in order to 

appropriately model different feature types. For Nc continuous features, random variables αi 

representing the value of a feature within a mode and βi the one hot vector indicating the mode 

(where 1 ≤ i ≤ Nc) are used and assumed to follow Gaussian distributions with different means 

and variances and a categorical probability mass function, respectively. For Nd discrete 

variables, random variables di (where 1 ≤ i ≤ Nd) are used and assumed to follow a categorical 

probability mass function. In the generative network, tanh is used as a non-linear activation 

function to generate αi while softmax is used to generate βi and di. pθ(x|z) is then derived as a 

joint distribution of all αi, βi and di variables: 𝑝𝜃(𝐱|𝐳) = ∏ ℙ(�̂�𝑖 =
𝑁𝑐
𝑖=1 𝛼𝑖)∏ ℙ(�̂�𝑖 =

𝑁𝑐
𝑖=1

𝛽𝑖)∏ ℙ(�̂�𝑖 = 𝐝𝑖)
𝑁𝑑
𝑖=1  where �̂�𝑖, �̂�𝑖 and �̂�𝑖 are random variables. 
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2.4   Normalising flows 

Although VAEs have enjoyed substantial success as deep generative models, one of the core 

limitations of variational inference is the choice of variational posterior approximation. The 

crux of variational inference is the estimation of an intractable posterior by a class of known 

parametric probability distributions, within which the best approximation to the true posterior is 

found. The true posterior can only be recovered if it is within this chosen variational family. 

However, available choices for families of variational posterior approximations are typically 

simple e.g. diagonal covariance Gaussians, for the purposes of efficient inference, so are not 

sufficiently rich to capture the complex true posterior. Indeed, the disadvantage of variational 

methods is that even in the asymptotic regime, the true posterior is often not recovered. Previous 

work has identified that limited posterior approximations do have a significant negative impact: 

two observed problems have been underestimation of the variance of the posterior distribution 

which results in poor predictions, and biases in maximum likelihood and maximum a posteriori 

estimates of model parameters θ which harms generative performance (Turner & Sahani, 2011). 

 

Much work has therefore focussed on improving posterior approximation by designing more 

complex and flexible variational families that can capture the true posterior (Nalisnick et al., 

2016; Salimans et al., 2015; Tran et al., 2015), for which there is evidence of improved 

inference and VAE performance (Mnih & Gregor, 2014). However, designing expressive multi-

modal posterior approximations which are still tractable and scalable is a challenge. Approaches 

proposed have included using mixture models for approximate posteriors but this limits 

scalability, a key advantage of variational inference, as for each parameter update, gradients for 

each mixture component must be computed which is computationally expensive (Jaakkola & 

Jordan, 1998; Gershman et al., 2012). 
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Normalising flows is a new approach to construct arbitrarily complex, flexible, tractable and 

scalable approximate posteriors, which have been shown to outperform simple approximate 

posteriors and competitor approaches for posterior approximation on imaging datasets (Rezende 

& Mohamed, 2015). The core idea is that rich, complex and multi-modal probability densities 

can be learnt by starting with a simple base probability density e.g. independent Gaussian and 

applying a sequence of transformations with computable inverses and Jacobians. The degree of 

complexity can be controlled by the number of transformations i.e. the flow length. In the 

asymptotic regime, the posterior approximations that can be specified using normalising flows 

can recover the true posterior, thereby obviating a major limitation of variational inference. 

 

The normalising flow approach is formalised as follows (Rezende & Mohamed, 2015). Let f be 

the transformation and g be its inverse, 𝑔 = 𝑓−1. For latent variable z with distribution q(z), the 

latent variable after a transformation is 𝐳′ = 𝑓(𝐳) with density 𝑞(𝐳′) = 𝑞(𝐳)|det
∂𝑓−1

∂𝐳’
| =

𝑞(𝐳) |det
∂𝑓

∂𝐳
|
−1

by applying change of variables chain rule (inverse function theorem).  

Analogously, when a sequence of transformations is applied to latent variable z0 with 

distribution q0(z0), the final latent variable after the transformations is 𝐳𝐾 =𝑓𝑘 ∘ … ∘ 𝑓2 ∘

𝑓1(𝐳0) with density 𝑞(𝐳𝐾) = 𝑞(𝐳0) |det
∂𝑓1

∂𝐳0
|
−1
…|det

∂𝑓𝐾

∂𝐳𝐾−1
|
−1

and log density log 𝑞𝐾(𝐳𝐾) =

log 𝑞0(𝐳0) −∑ log |det
∂𝑓𝑘

∂𝐳𝑘−1
|𝐾

𝑘=1 . qK(zK) is then used as the approximate posterior qϕ(z|x). A 

key advantage of normalising flows is that expectations under the complex density qK can be 

computed using expectations under the simple density q0: 𝔼𝑞𝐾[ℎ(𝐳)] = 𝔼𝑞0[ℎ(𝑓𝐾 ◦ 𝑓𝐾−1 ◦

…◦ 𝑓1(𝐳0))]. Thus, to sample from the complex density, it is sufficient to sample from the base 

density, so qK itself does not need to be known. The effect of the flows are contractions and 
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expansions on the base density. The Jacobian determinant of the transformation reflects the 

degree of local volume expansion around the data. The challenge is then to choose an 

appropriate set of transformations. Designing invertible parametric transformation is not 

difficult (one could make use of neural networks) but computing the Jacobian of functions with 

high-dimensional domains and the determinant of large matrices is computationally expensive: 

it typically has complexity O(D3) where D is the hidden dimension. For the normalising flow 

approach to be effective, transformations associated with efficient computation of the Jacobian 

determinant are needed. 

 

The normalising flow approach modifies the ELBO that is optimised (using the fact that 

expectations under the complex density can be computed using expectations under the simple 

density): 

𝐹(θ, φ) = 𝔼𝑞𝜙(𝐳|𝐱)[log 𝑞𝜙(𝐳|𝐱) − log 𝑝θ(𝐱, 𝐳)] = 𝔼𝑞𝐾(𝐳𝐾)[log𝑞𝐾(𝐳𝐾) − log 𝑝θ(𝐱, 𝐳𝐾)] =

𝔼𝑞0(𝐳0)[log 𝑞0(𝐳0) − log 𝑝θ(𝐱, 𝐳𝐾)] −𝔼𝑞0(𝐳0)[∑ log |det
∂𝑓𝑘

∂𝐳𝑘−1
|𝐾

𝑘=1 ]. 

Additional terms have only linear time complexity. 

 

The normalising flow method also necessitates modification to amortised variational inference. 

Flow parameters are typically also data-dependent i.e. functions of the datapoints x. The 

inference network is therefore used as a mapping from datapoints x to the parameters of the base 

density 𝑞0~𝒩(𝜇, 𝜎2) as well as flow parameters λ – the flow parameters are generated by a 

hypernetwork attached to the inference network. 
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The following section reviews the types of normalising flows that are investigated in this work.  

 

2.4.1   Planar flows 

Planar flows use transformations of the form 𝑓(𝐳) = 𝐳 + 𝐮ℎ(𝐰𝑇𝐳 + 𝑏) where u, w ∈ ℝD, b ∈ ℝ 

and h is a smooth element-wise non-linear function (Rezende & Mohamed, 2015). The flow 

parameters are u, w and b. The transformation is invertible and the Jacobian determinant of the 

transformation can be computed using the matrix determinant lemma: 
∂𝑓

∂𝐳
= ℎ′(𝐰𝑇𝐳 + 𝑏)𝐰 ⇒

det
∂𝑓

∂𝐳
= det(𝐼 + 𝐮ℎ′(𝐰𝑇𝐳 + 𝑏)𝐰𝑇) = 1 + 𝐮𝑇ℎ′(𝐰𝑇𝐳 + 𝑏)𝐰. This can be computed in linear 

time O(D). Thus, if the base density is q0(z0) and the final density after transformations is 

qK(zK), log 𝑞𝐾(𝐳𝐾) = log 𝑞0(𝐳0) −∑ log|1 +𝐮𝑘
𝑇ℎ′(𝐰𝑘

𝑇𝐳𝑘−1 + 𝑏𝑘)𝐰𝑘|
𝐾
𝑘=1 . The sequence of 

contractions and expansions resulting from the transformations is perpendicular to the 

hyperplane 𝐰𝑇𝐳 + 𝑏 = 0. 

 

For planar flows, the number of parameters is 2EDK + EK where E is the number of output units 

of the inference network, D is the dimension of latent variables z and K is the number of flows. 

The EDK terms arises from the flow parameters u and w while the EK term is due to b. Of the 

four flow types studied in this work, planar flows has the fewest parameters. 

 

2.4.2   Sylvester flows 

Sylvester flow is a generalisation of planar flow (van den Berg et al., 2018). The transformation 

in planar flows is equivalent to a MLP layer with one unit and a skip connection which creates a 

single neuron bottleneck, limiting the flexibility of the transformation. Sylvester flows replaces 
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this with a MLP layer with M hidden units and a skip connection. The transformation is of the 

form 𝑓(𝐳) = 𝐳 + 𝐀ℎ(𝐁𝐳 + 𝐛) with A ∈ ℝD×M, B ∈ ℝM×D, b ∈ ℝM, and M ≤ D. The flow 

parameters are A, B and b. An issue is that this transformation is not generally invertible so a 

special case, with orthogonal and triangular matrices as A and B, is used to ensure invertibility: 

𝑓(𝐳) = 𝐳 + 𝐐𝐑ℎ(�̃�𝐐𝑇𝐳 + 𝐛) where Q is a orthogonal D x M matrix with columns that form an 

orthonormal set of vectors, R and �̃� are upper triangular M × M matrices and h is a smooth non-

linear function with positive derivative. For invertibility of the transformation, the diagonal 

entries of R and �̃� must satisfy 𝑟𝑖𝑖�̃�𝑖𝑖 >−
1

‖ℎ′‖∞
 and �̃� must be invertible. The Jacobian 

determinant can be computed efficiently using Sylvester determinant identity. For the general 

transformation this is: 
∂𝑓

∂𝐳
= 𝑑𝑖𝑎𝑔(ℎ′(𝐁𝐳 + 𝐛))𝐁𝐀 ⇒ det

∂𝑓

∂𝐳
= det(𝐈𝑀 + 𝑑𝑖𝑎𝑔(ℎ′(𝐁𝐳 +

𝐛))𝐁𝐀). For the special case that is invertible, this is: det (𝐈𝑀 + 𝑑𝑖𝑎𝑔 (ℎ′(�̃�𝐐𝑇𝐳 +

𝐛)) �̃�𝐐𝑇𝐐𝐑) = det(𝐈𝑀 + 𝑑𝑖𝑎𝑔 (ℎ′(�̃�𝐐𝑇𝐳 + 𝐛)) �̃�𝐑). This can be computed in O(M) time as 

�̃�𝐑 is upper triangular, so can be computed by the product of the diagonal elements: 

∏ (1 + ℎ′(�̃�𝐐𝑇𝐳 + 𝐛))𝑖�̃�𝐑𝑖,𝑖
𝑀
𝑖=1 . Finally, the orthogonality of Q as it is updated is maintained 

by a iterative procedure to construct orthogonal matrices 𝐐𝑘+1 = 𝐐𝑘(𝐈 +
1

2
(𝐈 − 𝐐𝑘𝑇𝐐𝑘)) 

which converges if ‖𝐐0𝑇𝐐0 − 𝐈‖
2
 where ‖𝐗‖2 = 𝜆𝑚𝑎𝑥(𝐗), the largest singular value of X. 

This procedure is differentiable so gradients with respect to Q0 can be calculated. 

 

For Sylvester flows, the number of parameters is KE × (MD + 2M2 + M) where E, D and K are 

as already described. The MD term owes to the flow parameter Q, M2 terms is due to R and �̃� 

and M is accounted for by b. Of the four flow types studied in this work, Sylvester flows has the 

most parameters. 
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2.4.3   Non-linear Independent Component Estimation 

Non-linear Independent Component Estimation (NICE) and real-valued non-volume preserving 

transformation (RealNVP) are both bijective transformations which are trivially invertible and 

have tractable Jacobian determinant (Dinh et al., 2014; 2017). These can be designed to be 

highly non-linear to learn complex high-dimensional densities. The core idea is that part of the 

input undergoes a transformation which is easily invertible but which depends on the rest of the 

input in a complex way. The transformations have triangular Jacobian, making use of the 

property whereby triangular matrices have efficiently computable determinants (the determinant 

is the product of the diagonal elements). When a sequence of transformations are applied, the 

inverse is the composition of each layer’s inverse and the Jacobian determinant is the product of 

each layer’s Jacobian determinant. 

 

The core idea underlying the NICE transformation is the coupling layer in which the latent 

variable z is partitioned into two disjoint subsets z1 and z2, one subset is transformed and the 

other is kept unchanged: 𝐲1 = 𝐳1 and 𝐲2 = 𝑔(𝐳2,𝑚(𝐳1)), where m is a function e.g. a neural 

network and g is the coupling law (Dinh et al., 2014). This transformation is trivially invertible: 

𝐳1 = 𝐲1 and 𝐳2 = 𝑔−1(𝐲2,𝑚(𝐲1)). The Jacobian of the coupling layer is 
∂𝐲

∂𝐳
= [

𝐼𝑑 0
∂𝐲2

∂𝐳1

∂𝐲2

∂𝐳2

]. The 

determinant of the Jacobian is det [
𝐼𝑑 0
∂𝐲2

∂𝐳1

∂𝐲2

∂𝐳2

] = 
∂𝐲2

∂𝐳2
. NICE uses an additive coupling law 

𝑔(𝑎, 𝑏) = 𝑎 + 𝑏,such that 𝐲1 = 𝐳1 and 𝐲2 = 𝐳2 +𝑚(𝐳1). This is trivially invertible as 𝐳1 = 𝐲1 

and 𝐳2 = 𝐲2 −𝑚(𝐲1). The inverse of the transformation has computational complexity equal to 

the forward transformation and does not necessitate computing m so this can be arbitrarily 

complex and difficult to invert. The Jacobian of the transformation has a zero upper triangular 

part so the transformation has unit Jacobian determinant (equal to 1). Thus, NICE is a volume-



36 

 

preserving flow. Given that additive coupling layers have Jacobian determinant of 1, a diagonal 

scaling matrix S is multiplied to the output of each layer. The actual transformation is thus 𝐲1 =

𝐒1𝐳1 and 𝐲2 = 𝐒2(𝐳2 +𝑚(𝐳1)) where 𝑑𝑖𝑎𝑔(𝐒1, 𝐒2) = 𝐒. The determinant of the Jacobian 

becomes det(𝐒) = ∏ 𝐒𝑖,𝑖
𝐷
𝑖=1 . This has the effect of placing varying importance on different 

dimensions of the latent variable. As one subset of z is unchanged with application of a coupling 

layer, layers must be composed and the subsequent layer must apply the transformation to the 

alternative subset relative to the previous layer so that all components of z are transformed. In 

addition, components of z are mixed with random permutation prior to separation into subsets 

so that partitionings of z vary and different subsets of variables undergo transformation. 

 

For NICE, the number of parameters is KLN2 where L is the number of layers in the MLP, N is 

the average number of units in each layer, and K is the number of flows. 

 

2.4.4   Real-Valued Non-Volume Preserving transformation 

RealNVP similarly makes use of a coupling layer but with an affine coupling law where 

𝑔(𝑎, 𝑏) = 𝑎 ⊙ 𝑏1 + 𝑏2 (Dinh et al, 2017). The transformation is 𝐲1 = 𝐳1 and 𝐲2 = 𝐳2 ⊙

exp(𝑠(𝐳1)) + 𝑡(𝐳1), where s and t are scale and translation functions e.g. neural networks. 

Again, this is trivially invertible: 𝐳1 = 𝐲1 and 𝐳2 = 𝐲2 − 𝑡(𝐲1)⊙ exp(−𝑠(𝐲1)). The inverse of 

the transformation can be computed with the same computational complexity as the forward 

transformation and does not necessitate computing the inverse of s or t so these can be 

arbitrarily complex. The Jacobian of the transformation has 
∂𝐲2

∂𝐳2
= 𝑑𝑖𝑎𝑔(exp[𝑠(𝐳1)]) where diag 

is the diagonal matrix with elements corresponding to the vector exp[𝑠(𝐳1)]. The Jacobian is a 

triangular matrix so the determinant can be computed as exp(∑ 𝑠(𝐳1)𝑖)𝑖 . Computation of the 

Jacobian does not require computing the Jacobian of s or t, hence the complexity of s and t are 
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not limited. The partitioning of z into two subsets is done using a binary mask b: 𝐲 = 𝑏⊙ 𝐳 +

(1 − 𝑏) ⊙ (𝐳⊙ exp(𝑠(𝑏 ⊙ 𝐳)) + 𝑡(𝑏 ⊙ 𝐳)), specifically a checkerboard pattern mask. These 

increase the variation in the partitionings of z. 

 

For RealNVP, the number of parameters is 2KLN2 as it makes use of two MLPs (s and t), where 

K, L and N are as already described. 

 

2.5   Summary 

Table 1 summarises the key aspects of the four types of normalising flow used in this study. 

This chapter reviewed deep generative models for tabular data. A review of deep learning 

predictive models is presented in the next chapter. 

 

Table 1. Summary of four types of normalising flows. 

 Transformation Jacobian determinant 

Planar1 𝐳 + 𝐮ℎ(𝐰𝑇𝐳 + 𝑏) 1 + 𝐮𝑇ℎ′(𝐰𝑇𝐳 + 𝑏)𝐰 

Sylvester2 𝐳 + 𝐐𝐑ℎ(�̃�𝐐𝑇𝐳 + 𝐛) ∏(1+ ℎ′(�̃�𝐐𝑇𝐳 + 𝐛))𝑖�̃�𝐑𝑖,𝑖

𝑀

𝑖=1

 

NICE3 (𝐒1𝐳1, 𝐒2(𝐳2 +𝑚(𝐳1))) ∏𝐒𝑖,𝑖

𝐷

𝑖=1

 

RealNVP4 (𝐳1, 𝐳2 ⊙exp(𝑠(𝐳1)) + 𝑡(𝐳1)) exp(∑ 𝑠(𝐳1)𝑖)
𝑖

 

1Rezende & Mohamed, 2015; 2van den Berg et al., 2018; 3Dinh et al., 2014; 4Dinh et al., 2017. 
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Chapter 3: Deep learning models for predictive 

tasks on tabular data 

 

This chapter serves as a comprehensive review of the main families of current state-of-the-art 

deep learning models developed for predictive tasks on tabular data (Gorishniy et al., 2021). 

 

3.1   Differentiable tree-based models 

One family of deep learning models that has gained prominence for tabular data are 

differentiable trees (Popov et al., 2019; Chen, 2020; Yang et al., 2018). The development of the 

architecture is inspired by the success of decision trees on tabular data. The core idea of these 

models is to use neural networks to mimic decision trees but obviate the drawbacks of the latter, 

primarily their lack of differentiability. This is achieved by using smooth decision functions in 

tree nodes. 

 

3.1.1   Neural oblivious decision ensembles 

Neural oblivious decision ensembles (NODE) is based on CatBoost, which uses oblivious 

decision trees (ODTs) (Popov et al., 2019). ODTs use the same splitting feature and threshold in 

all nodes at the same depth. Because of this, they are weaker learners than conventional decision 

trees, but have the effect of reducing overfitting when they are ensembled. Moreover, inference 

is made efficient as binary splits can be computed in parallel rather than sequentially with 

conventional decision trees. The first key advantage of NODE is that it leverages ODTs but 

makes decision functions in nodes and decision tree routing differentiable, such that 
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backpropagation of gradients is possible. NODE achieves this using the entmax transformation 

for “soft” splitting decision functions in nodes. Entmax is similar to softmax but borrows 

concepts from sparsemax in order to transform vectors of continuous values to sparse discrete 

probability distributions (where, unlike softmax, a majority of probabilities are 0). However, it 

results in smoother decision functions than sparsemax so is more compatible with gradient-

based optimisation. By enabling the learning of sparse decisions, entmax confers the model with 

the correct inductive bias (the same as shallow tree-based methods), but maintains the benefits 

of being able to learn these using standard gradient descent approaches. The second key 

advantage of NODE over shallow ODTs is that it facilitates multi-layer hierarchical 

representation. The architecture consists of stacking multiple layers made up of ensembles of 

ODTs, creating a “deep” decision tree. Layers can be trained end-to-end with gradient-based 

optimisation methods. This enables learning of both shallow and deep decisions with complex 

dependencies. NODE has been demonstrated to consistently outperform leading GBDT 

packages (Popov et al., 2019). 

 

The NODE model is as follows (Popov et al., 2019). Each layer has m ODTs of depth d. The 

input x with dimension n is received by all trees, which splits the input along splitting features 

f1, f2,…,fd and compares each feature to a learnable splitting threshold b1, b2 …,bd. In the 

traditional ODT, each tree outputs one of 2d possibilities (arising from all combinations of d 

splits): the output from an individual tree is ℎ(𝐱) = 𝑅[𝟙(𝑓1(𝐱) − 𝑏1),… , 𝟙(𝑓𝑑(𝐱) − 𝑏𝑑)] where 

𝟙(.) is the Heaviside function and R is a d-dimensional response tensor. However in the NODE 

model, the splitting feature choice function 𝑓𝑖 and comparator function 𝟙(𝑓𝑖(𝐱) − 𝑏𝑖) is 

substituted for continuous functions to render the tree differentiable. The splitting feature choice 

function is instead a weighted sum of features, where weights are derived by applying entmax to 

a learnable feature selection matrix F: 𝑓𝑖(𝐱) = ∑ 𝑥𝑗 ∙ 𝑒𝑛𝑡𝑚𝑎𝑥(𝐅𝑖𝑗)
𝑛
𝑗=1 . Thus the entmax 
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transformation is also leveraged for feature selection. The Heaviside function is instead a two 

class entmax: 𝑐𝑖(𝐱) = 𝑒𝑛𝑡𝑚𝑎𝑥([(𝑓𝑖(𝐱) −𝑏𝑖), 0]). The outer product of all ci is computed to 

generate choice tensor C. The output from an individual tree is the weighted sum of response 

tensor R with weights derived from the choice tensor C: ℎ(𝐱) = ∑ 𝑅𝑖1…𝑖𝑑 ∙𝑖1…𝑖𝑑∈{0,1}
𝑑

𝐶𝑖1…𝑖𝑑(𝐱). The output from a NODE layer consists of the outputs of individual trees 

concatenated i.e. [ℎ1(𝐱), … , ℎ𝑚(𝐱)]. A DenseNet architecture is used for the full NODE model, 

with each layer receiving input that is the outputs of all previous layers concatenated. The final 

prediction is computed from the average of all layers. Earlier layers have the role of feature 

selection with later layers using these for the final prediction. Model parameters that are trained 

are F, b and R. 

 

 

Figure 1. Architecture of individual tree in NODE. Architecture is shown with tree depth of 3. 

𝑓𝑖: splitting feature choice function; 𝑏𝑖: splitting threshold; C: choice tensor; R: response tensor 

(adapted from Popov et al., 2019). 
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3.1.2   Quantum Forest 

Quantum Forest is the more general counterpart to NODE (Chen, 2020). It also uses the basic 

component of differentiable trees, ensembling these to create a layer and stacks layers to create 

a deep “forest”. However, it uses conventional non-oblivious decision trees as opposed to 

ODTs. Similar to NODE, it combines the advantages of both trees and neural networks – sparse 

decisions that confer the appropriate inductive bias and differentiability which allows training 

by stochastic gradient descent (SGD). Like NODE which uses a learnable feature selection 

matrix with entmax transformation, Quantum Forest has a sparse attention mechanism for 

feature selection so decisions only rely on a few important features. Although, Quantum Forest 

uses an entmax transformation as part of this feature selection, it is suggested entmax does not 

enforce a sufficiently high degree of sparsity. The attention mechanism can be improved by 

data-aware initialisation, whereby feature importance is first estimated using GBDT packages 

e.g. LiteMORT and used to initialise the attention weights, as opposed to randomly initialising 

these. This makes the attention mechanism sparser and improves attention on the most 

important features. Quantum Forest has been demonstrated to outperform GBDT (Chen, 2020). 

 

The Quantum Forest model is as follows (Chen, 2020). Similar to NODE, the splitting feature 

choice function is substituted by a weighted sum of features with weights derived from entmax 

applied to a learnable attention vector A, that assigns different weights to different features of x. 

The Heaviside gating function of classical decision trees is substituted by a sigmoid function. 

Thus the gating function within nodes of the tree is 𝑔(𝐀, 𝐱, 𝑏) = 𝜎(𝑒𝑛𝑡𝑚𝑎𝑥(𝐀)𝐱 − 𝑏) where b 

is a learnable threshold. These two modifications render the tree differentiable. Each node 

directs its input to two child nodes with probability computed by the gating function. The 

probability of the input being directed to each final leaf node is the product of the probabilities 

of all nodes in the path from the input to the final leaf node: 𝑝 = ∏ 𝑔𝑛𝑛  for 𝑛 ∈
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{𝑛1, 𝑛2, … , 𝑛𝑑}where d is the depth of the tree. The response at leaf nodes is denoted by Q. The 

output from an individual tree is the weighted sum of the response Q with weights being the 

probabilities p: 𝑦(𝐱) = ∑ 𝑝𝑗𝑄𝑗(𝐱)𝑗 . Model parameters that are trained are A, b and Q. 

 

 

Figure 2. Architecture of individual tree in Quantum Forest. Architecture is shown with tree 

depth of 3. 𝐀𝑖: attention vector; 𝑏𝑖: splitting threshold; 𝑔𝑖: output of gating function; Q: response 

tensor (adapted from Chen, 2020). 

 

3.1.3   Deep neural decision trees 

Deep neural decision trees (DNDT) use a neural network to mimic a decision tree (Yang et al., 

2018). Like NODE and Quantum Forest, this confers the advantage of being differentiable and 

thus trainable end-to-end with SGD rather than resorting to greedy splitting which can be 

globally sub-optimal as is the case in classical decision trees. With DNDT, it is possible to 

simultaneously learn the structure and parameters of the tree with backpropagation only, unlike 

classical decision trees which require different strategies for these e.g. splitting and score 

matrix. This confers DNDT with the capacity to find more optimal solutions. However, as it 

simulates the functions of a decision tree, DNDT inherits their key advantage of intrinsic 
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interpretability. DNDT has been shown to outperform simple neural networks (Yang et al., 

2018). 

 

The DNDT model is as follows (Yang et al., 2018). The key aspect of DNDT is the use of a soft 

binning split decision function which is an approximation to the hard binning function in 

classical decision trees, but which renders the DNDT differentiable. In the hard binning 

function, a continuous scalar x is converted to a vector representing the index of bins to which x 

is assigned; the cut points of the bins, which can be termed [𝛽1, 𝛽2, … , 𝛽𝑛] if there are n+1 bins, 

are learnable parameters. In contrast, the soft binning function uses a one layer neural network 

with softmax: 𝑓(𝑥) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝑤𝑥+𝑏

τ
) with 𝑤 = [1, 2,… , 𝑛 + 1], 𝑏 = [0,−𝛽1, −𝛽1 −

𝛽2, … , −𝛽1 − 𝛽2 −⋯− 𝛽𝑛] and τ being a temperature factor. This produces an output that is 

close to a one hot encoding of the output when applying the hard binning function to x. For an 

continuous input x with D features, the soft binning function is applied to each feature xd 

independently. z is then computed as 𝐳 = 𝑓1(𝑥1)⨂𝑓2(𝑥2)⨂…⨂ 𝑓𝐷(𝑥𝐷) where ⨂ is the 

Kronecker product; z is close to a one hot vector representing the index of the final leaf node to 

which the input x is directed. Finally, linear classifiers at each leaf node are used to classify the 

inputs directed there. Model parameters that are trained are the cut points of bins and classifiers 

at leaf nodes. DNDT implicitly performs feature selection as for some unimportant features all 

cut points are inactive (cut points are pushed outside the boundary of the data). These features 

are then ignored and do not affect the prediction. 
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Figure 3. DNDT architecture. Architecture is shown for 2 input features (adapted from Yang et 

al., 2018). 

 

3.2   Attention-based models 

Another family of models that have become popular for tabular data is attention-based models 

(Arik & Pfister, 2019; Huang et al., 2020; Somepalli et al., 2021). 

 

3.2.1   TabNet 

TabNet uses deep neural networks to learn hyperplane decision boundaries that resemble those 

learnt by decision trees (Arik & Pfister, 2019). This captures the advantages of deep learning 

such as gradient-based optimisation and integration into end-to-end learning pipelines, while 

maintaining performance akin to decision trees. To achieve this, feature selection is paramount 

for appropriate inductive bias. TabNet uses sequential attention to capture salient features. This 

involves a multi-step architecture with each step selecting a few important features, then using 

these chosen features to inform a prediction, which contributes to the overall prediction. The 

attention mechanism in each step is based on a sparsemax function, which is used to encode 

features into sparse learned masks, thereby selecting only a small subset of features. This is in 
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contrast to transformer-based models which use self-attention. The advantage of a learnable 

mask is soft feature selection with sparsity that can be controlled, unlike hard thresholds where 

a feature is either chosen or not. The feature selection process is also differentiable and can be 

trained end-to-end. Feature selection in TabNet is instance-wise i.e. features selected can vary 

for different input datapoints, unlike global methods such as forward selection and Lasso 

regularisation which select features for a whole dataset. The attention mechanism improves 

learning efficiency as the capacity of the model is only used for the most relevant features. It 

also confers interpretability as it is possible to understand which features are important, how 

they are combined and their contribution to the learned model. Once features are selected, these 

undergo highly non-linear processing and given the network depth and number of decision 

steps, complex dependencies can be learnt. In essence, the TabNet architecture facilitates an 

alternating process of reweighing of features and feedforward networks, which maximises 

learning capacity but avoids overfitting as a result of feature selection. Having a single model 

that performs feature selection and output mapping leads to more compact representations, 

which is a key advantage of TabNet. TabNet has been shown have superior performance to 

competing models on a range of open source tabular datasets (Arik & Pfister, 2019). 

 

The TabNet model is as follows (Arik & Pfister, 2019). The overall structure is one of N 

decision steps. Each step takes as input the processed features of the previous step, performs 

feature selection using an attentive transformer which outputs a learnable mask M[i] ∈ ℝBxD, 

where i is the decision step, B is the number of samples and D is the number of features, inputs 

this mask into a feature transformer which outputs a processed feature representation that is 

aggregated for the overall decision and that serves as input to the next step. The computation 

within the attentive transformer is: 𝐌[𝐢] = 𝑠𝑝𝑎𝑟𝑠𝑒𝑚𝑎𝑥(𝐏[𝐢 − 𝟏] ∙ ℎ𝑖(𝐚[𝐢 − 𝟏])) where a[i – 1] 

is the input (processed features from previous step), hi is a trainable fully connected layer and 



46 

 

P[i – 1] is the prior scale that represents the extent a particular feature has been previously used. 

𝐏[𝐢] = ∏ (γ − 𝐌[𝐣])𝑖
𝑗=1  where γ is a relaxation parameter that determines the number of 

decision steps a feature can be used in. The sparsity of the mask is further controlled by adding 

sparsity regularisation, 𝐿𝑠𝑝𝑎𝑟𝑠𝑒 =∑ ∑ ∑
−𝐌𝑏,𝑑[𝐢] log(𝐌𝑏,𝑑[𝐢]+𝜀)

𝑁𝑠𝑡𝑒𝑝𝑠∙𝐵
𝐷
𝑑=1

𝐵
𝑏=1

𝑁𝑠𝑡𝑒𝑝𝑠
𝑖=1

, to the loss with 

coefficient λsparse. The mask provides information on feature importance: Mb,d[i] indicates the 

importance of the dth feature of the bth sample in step i and a mechanism exists to combine 

masks at different steps (weighted by the importance of each step in the overall decision) to 

obtain an aggregate feature importance mask. The selected features are processed in a feature 

transformer which consists of fully connected layers that are shared across all decision steps and 

layers which are specific step dependent. The output of the feature transformer is then split for 

the decision step output and input to subsequent step: [𝐝[𝐢], 𝐚[𝐢]] = 𝑓𝑖(𝐌[𝐢] ∙ 𝐟), where d[i] ∈ 

ℝ𝐵𝑥𝑁𝑑 and a[i] ∈ ℝ𝐵𝑥𝑁𝑎. The overall decision is the aggregation of the output of each decision 

step 𝐝𝐨𝐮𝐭 =∑ 𝑅𝑒𝐿𝑈(𝐝[𝐢])
𝑁𝑠𝑡𝑒𝑝𝑠
𝑖=1

. Model parameters that are trained are the weights and biases 

of the fully connected layers of the attentive and feature transformer. 
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Figure 4. TabNet architecture. Architecture is shown for 2 decision steps. FC: fully connected 

layer; GLU: gated linear unit activation function; ReLU: rectified linear unit activation function 

(adapted from Arik & Pfister, 2019). 

 

3.2.2   TabTransformer 

TabTransformer is inspired by self-attention based transformers which have enabled state-of-

the-art performance of natural language processing models, with their ability to create word 

embeddings (Vaswani et al., 2017). TabTransformer uses multi-head attention-based 

transformer layers to learn robust and efficient contextual embeddings of categorical features 

(Huang et al., 2020). Features that are associated result in embedding vectors close in space and 

similar classes within a feature are also close in embedding space, so contextual embeddings are 

interpretable. TabTransformer has been demonstrated to outperform other deep learning 

approaches and to equal the performance of GBDT (Huang et al., 2020). 
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The TabTransformer model is as follows (Huang et al., 2020). The input x is split into {xcat, 

xcont} where xcat represents all categorical features and xcont all continuous features. Each of the 

categorical features are embedded into a parametric embedding, eϕi(xi), with a column 

embedding layer. Eϕ(xcat), denoting the set of embeddings of all the categorical features, is fed 

into a stack of N transformer layers which transforms the parametric embeddings into contextual 

embeddings. Each transformer layer is composed of multi-head self-attention and feedforward 

layers. In the self-attention layer, input parametric embeddings are projected onto K ∈ ℝmxk, Q ∈ 

ℝmxk and V ∈ ℝmxv matrices to generate key, query and value vectors, such that the matrices 

comprise the key, query and value vectors of all embeddings; k and v are the dimension of key 

and value matrices and m is the number of input embeddings. Each input embedding attends to 

all other embeddings through an attention head 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝐊,𝐐, 𝐕) = 𝐀 ∙ 𝐕 where attention 

matrix 𝐀 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝐐𝐊𝑇

√𝑘
). Thus, A ∈ ℝmxm determines the degree of attention of each 

embedding to other embeddings. The output of the attention head is then fed to the feedforward 

layers. Finally, the contextual embeddings of categorical features are concatenated with xcont 

and the resulting vector is fed into an MLP which predicts the target. Model parameters that are 

trained are ϕ for column embedding, θ for transformer layers, and weights and biases of the 

MLP. 
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Figure 5. TabTransformer architecture. Architecture is shown for 2 transformer layers. Multi-

head attention: multi-head attention layer; Feedforward: fully connected feedforward layer; 

MLP: multi-layer perceptron (adapted from Huang et al., 2020). 

 

3.2.3   Self-attention and intersample attention transformer 

Self-Attention and Intersample Attention Transformer (SAINT) extends the TabTransformer 

model with contextual embedding of all features, both categorical and continuous, by projecting 

all features into a high-dimensional dense vector embedding and feeding this into the 

transformer block (Somepalli et al., 2021). Like TabTransformer, the transformer block 

performs self-attention where different features within a datapoint attend to each other. 

However, SAINT introduces intersample attention (“row” attention) where different datapoints 

attend to one another, enabling superior representations and classification of datapoints. In 

essence, attention is performed over both rows and columns and is hierarchical, with attention 

computed first between features of a datapoint and then between entire datapoints. Intersample 

attention in SAINT is inspired by row and column attention in the Axial Transformer for 
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localised attention on imaging (Ho et al., 2019) and graph attention networks for attention over 

neighbouring nodes on graphs (Velickovic et al., 2017). SAINT has been demonstrated to 

perform better than XGBoost, CatBoost and LightGBM and previous deep learning methods 

(Somepalli et al., 2021). 

 

The SAINT model is as follows (Somepalli et al., 2021). The input x is fed into an embedding 

layer. As feature types are heterogenous, different embedding methods are used. The 

embeddings are then input into L transformer layers. Each transformer layer comprises a self-

attention transformer block followed by an intersample attention transformer block. The self-

attention block is equivalent to the transformer layer in TabTransformer, featuring multi-head 

self-attention and feedforward layers. The intersample attention block is also similar but uses a 

multi-head intersample attention layer instead. In this layer, the embeddings for each feature in a 

datapoint are concatenated and attention is computed over datapoints. Attention maps of which 

features and datapoints attend to others provide information on which are used most 

prominently in decisions. The contextual embedding output of the intersample attention block is 

input into an MLP to predict the target. 
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Figure 6. SAINT architecture. Architecture is shown for 2 transformer layers. Multi-head self-

attention: multi-head self-attention layer; Multi-head intersample attention: multi-head 

intersample attention layer; Feedforward: fully connected feedforward layer; MLP: multi-layer 

perceptron (adapted from Somepalli et al., 2021). 

 

3.3   Feature interaction-based models 

A third family of models is based on modelling feature interactions (Cheng et al., 2016; Guo et 

al., 2017; Wang et al., 2017; Lian et al., 2018; Qu et al., 2016). Learning higher order feature 

interactions is paramount for good predictive performance, especially interactions between 

discrete features. This is typically done by modelling pairwise feature interactions with cross 

product transformation of features (Cheng et al., 2016; Guo et al., 2017; Wang et al., 2017; Lian 

et al., 2018; Qu et al., 2016). Modelling both low- and high-order interactions further improves 

performance, enabling both memorisation and generalisation. Memorisation refers to learning of 

feature pairs that frequently co-occur and how they relate to the target, but this cannot generalise 

to feature interactions that are unseen in training data. This is addressed by generalisation which 

explores feature pairs that are rare or have not previously occurred (Cheng et al., 2016). A major 

challenge for modelling feature interactions is the need to manually search for and engineer 
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these cross product features, which is time consuming, non-exhaustive due to the infeasibility of 

enumerating all cross feature combinations, and requires domain expertise as features are 

typically task specific. Thus, there is a need for models which learn feature interactions 

automatically (Cheng et al., 2016; Guo et al., 2017; Wang et al., 2017; Lian et al., 2018; Qu et 

al., 2016). However, there are challenges associated with the task of such models. If data 

comprises multi-field discrete variables, one hot encoding can lead to high-dimensional sparse 

inputs, on which it is difficult to learn cross features as few are observed, thereby limiting 

capacity of models. Additionally, models would easily overfit on high-dimensional sparse 

inputs. Thus, there is a need for low-dimensional dense representations of inputs (Cheng et al., 

2016; Guo et al., 2017; Wang et al., 2017; Lian et al., 2018; Qu et al., 2016). A second 

challenge for models is the need to capture different orders of interactions, low and high for 

memorisation and generalisation, without overt bias towards one or the other (Cheng et al., 

2016). 

 

One such model that has been proposed for automatic learning of feature interactions is 

factorisation machines (FMs) (Rendle, 2010; 2012). These are suited for sparse inputs. FMs 

learn low-dimensional dense embeddings for sparse features, embedding each feature xi into a 

latent vector vi, which represents its interactions with other features. Following embedding, FMs 

model pairwise feature interactions using the inner product of the features’ latent vectors. This 

inner product is used to weight the cross feature i.e. 〈𝐯i𝐯j〉𝑥𝑖𝑥𝑗. Interactions between all pairs of 

features are modelled and the prediction of the target is: 𝑦(𝐱) = 𝑤0 +∑ 𝑤𝑖𝑥𝑖 +
𝑛
𝑖=1

∑ ∑ 𝐯𝑖
𝑇𝐯𝑗𝑥𝑖𝑥𝑗

𝑛
𝑗=𝑖+1

𝑛
𝑖=1 where w0 is the bias and wi is the weight of the ith feature. A key 

drawback of FMs is that they only model first- and second-order feature interactions and are 

impractical to scale to higher order interactions, as they have polynomial time complexity with 

large numbers of parameters associated with significant computational cost, so they have 
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limited expressiveness (Guo et al., 2017). However, modelling of feature interactions is explicit 

which renders FMs interpretable. Another disadvantage of FMs is that they model all feature 

interactions with the same weight (they are not able to distinguish the importance of feature 

interactions). Features have different degrees of relevance and modelling interactions with less 

relevant features can introduce noise, to the detriment of performance (Lian et al., 2018; 

Blondel et al., 2016; Xiao et al., 2017). 

 

In recent years, deep neural networks have become popular in modelling feature interactions 

automatically (Cheng et al., 2016; Guo et al., 2017; Wang et al., 2017; Lian et al., 2018; Qu et 

al., 2016). Similar to FMs, they must also use a low-dimensional dense embedding. Dense 

embeddings result in non-zero predictions for all pairwise feature interactions so can aid 

generalisation to feature pairs that are rare or unseen previously. However, as there may be no 

interactions between most features, over-generalisation is a drawback (Cheng et al., 2016). Deep 

neural networks have become popular due to their expressivity; they are able to model higher 

order feature interactions and capture complex and selective interactions. They can also be 

trained end-to-end. However, traditionally, feature interactions are learnt implicitly by deep 

neural networks, so lack interpretability of which feature interactions make an important 

contribution (Wang et al., 2017; Lian et al., 2018). Deep neural networks also do not learn 

certain types of feature interactions efficiently; for example, “add” operations in MLP layers are 

less suited to learning feature interactions in multi-field discrete data than “product” operations 

(Qu et al., 2016). Thus, current state-of-the-art models propose explicit feature interaction 

learning and different approaches to incorporating cross product features into a deep neural 

network. 
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3.3.1   Wide and Deep network 

Wide and Deep networks leverage both shallow linear and deep feedforward neural network 

components (Cheng et al., 2016). The linear model uses cross product feature inputs while the 

deep neural network model embeds features into low-dimensional dense latent vectors and 

learns highly non-linear feature interactions between embeddings. By combining these two 

components, Wide and Deep inherits the advantages of each. Chiefly, the combination allows 

Wide and Deep to learn both low-order and high-order feature interactions, and thus achieve 

memorisation and generalisation, with the wide linear model memorising feature interactions 

through their cross features and the deep neural network generalising to rare or unseen features 

interactions through their low-dimensional dense embeddings. Wide and Deep has been shown 

to significantly improve performance compared to models with only a wide or deep component 

(Cheng et al., 2016). 

 

The Wide and Deep model is as follows (Cheng et al., 2016). The wide component is a linear 

model: 𝑦 = 𝐰𝑇𝐱 + 𝑏 where y is the target, x is the input, w is the weights and b is the bias. 

Features of x include both raw and cross product features. The deep component is a feedforward 

neural network. Sparse high-dimensional features are embedded into low-dimensional dense 

vectors. These embedding vectors are fed into the feedforward neural network. The computation 

in each hidden layer is: 𝐚𝑙+1 = 𝑅𝑒𝐿𝑈(𝐖𝑙 ∙ 𝐚𝑙 + 𝐛𝑙) where a is the activation, W is the weights 

and b is the bias. The wide and deep component outputs are combined in a weighted sum to 

make the final prediction: 𝑃(𝑌 = 1|𝐱) = σ(𝐰𝑤𝑖𝑑𝑒
𝑇 [𝐱, 𝜙(𝐱)] + 𝐰𝑑𝑒𝑒𝑝

𝑇 𝐚𝑙𝑓 + 𝑏) where wwide is 

the wide model weights, ϕ(x) is the cross product transformation of the original features, wdeep 

is the weights applied on the final activations of the deep neural network and b is the bias. 

Model parameters that are jointly trained are therefore, w and b in the linear model, W and b in 

the deep neural network and wwide, wdeep and b in the final weighted sum. 
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Figure 7. Wide and Deep architecture. Architecture is shown for 3 input features (adapted from 

Cheng et al., 2016). 

 

3.3.2   Deep Factorisation Machine 

Deep Factorisation Machine (DeepFM) combines shallow FM and deep neural network 

components (Guo et al., 2017). These use the same input and feature embedding vector. This 

avoids the need for manual feature engineering, as learning can occur directly from the raw 

input features. Like Wide and Deep, DeepFM is also able to learn both low- and high-order 

feature interactions, with low-order interactions modelled by the FM component and high-order 

interactions modelled by the deep neural network component. This enables both memorisation 

and generalisation. DeepFM has been shown to systematically improve performance over other 

state-of-the-art models and models with only a FM or deep component (Guo et al., 2017). 
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The DeepFM model is as follows (Guo et al., 2017). For each feature xi, a scalar wi is the 

weight representing the importance of the feature and a learnable latent embedding vector vi 

represents its interactions with other features. In the FM, the inner product of latent vectors is 

used to weight feature interactions. The output of the FM is 𝑦𝐹𝑀(𝐱) =  〈𝐰, 𝐱〉 +

∑ ∑ 〈𝐯𝑖, 𝐯𝑗〉𝑥𝑖 ∙ 𝑥𝑗
𝑑
𝑗=𝑖+1

𝑑
𝑖=1 . In the deep neural network, an embedding layer converts the features 

into low-dimensional dense vectors. The weights for this embedding layer are the latent vectors 

vi used in the FM. The output of the embedding layer is then fed into the feedforward neural 

network which uses the following computation in each layer: 𝐚𝑙+1 = 𝜎(𝐖𝑙 ∙ 𝐚𝑙 + 𝐛𝑙), where a 

is the activation, W is the weights and b is the bias. The final prediction combining the FM and 

deep component is 𝑦(𝐱) = 𝜎(𝑦𝐹𝑀(𝐱) + 𝑦𝐷𝑒𝑒𝑝(𝐱)) where yFM(x) is the output of FM component 

and yDeep(x) is the output of deep component. Model parameters that are jointly trained are w 

and vi in the FM and W and b in the deep neural network. 

 

 

Figure 8. DeepFM architecture. Architecture is shown for 3 input features (adapted from Guo et 

al., 2017). 
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3.3.3   Deep and Cross network 

Deep and Cross network (DCN) jointly trains a cross network and deep feedforward neural 

network (Wang et al., 2017). The cross network has the function of performing feature crossing, 

and does this by taking the outer product of feature embedding vectors at the bit-wise level. The 

cross network models all cross features up to a degree that is determined by the layer depth as 

each layer learns higher order interactions based on the interactions from previous layers, so it 

allows efficient learning of bounded-degree feature interactions. The cross network is motivated 

by FMs, extending it from a single layer to a deep structure which can model high-degree cross 

features and higher order interactions. It also avoids the need for manual cross feature 

engineering. By leveraging both the cross and deep neural networks, Deep and Cross enjoys the 

benefits of both. The cross network can learn some types of feature interaction that deep neural 

networks are unable to, and models feature interactions explicitly, but deep neural networks can 

learn higher order non-linear interactions which the cross network does not have capacity for. 

Deep and Cross has been shown to have state-of-the-art performance superior to other models, 

on both sparse and dense inputs (Wang et al., 2017). 

 

The DCN model is as follows (Wang et al., 2017). DCN begins with an embedding layer 

transforming features into low-dimensional dense vectors. This embedding layer uses a 

learnable embedding matrix of weights. The embedding vectors then are stacked into one 

vector, x0, and fed into the cross network and deep neural network in parallel. Each cross layer 

performs feature crossing on its input (which is the output of the previous cross layer) and x0, 

and adds back its input after feature crossing: 𝐱𝑙+1 = 𝐱0𝐱𝑙
𝑇𝐰𝑙 + 𝐛𝑙 + 𝐱𝑙 where xl is the output 

from the lth cross layers and w and b are the weight and bias of the lth layer. As each layer 

crosses the output of the previous layer with x0, the degree of the cross features is proportional 

to the layer depth. The weight wl of the cross feature 𝐱0𝐱𝑙
𝑇 is the multiplication of weights wi 
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associated with each xi. The deep neural network is a fully connected feedforward network 

where the computation in each layer is: 𝐚𝑙+1 = 𝑅𝑒𝐿𝑈(𝐖𝑙 ∙ 𝐚𝑙 + 𝐛𝑙), where a is the activation, 

W is the weights and b is the bias. The final combination layer combines the outputs from the 

cross and deep neural networks: 𝑝 = σ([𝐱𝐿1
𝑇 , 𝐚𝐿2

𝑇 ]𝐰𝑙𝑜𝑔𝑖𝑡𝑠) where xL1 is the output from the cross 

network, aL2 is the output from the deep network and wlogits is the weight vector for the 

combination layer. Model parameters that are jointly trained are wl and bl in the cross network, 

W and b in the deep neural network and wlogits in the final combination layer. 

 

 

Figure 9. DCN architecture. Architecture is shown for 3 input features (adapted from Wang et 

al., 2017). 

 

3.3.4   Extreme Deep Factorisation Machine 

eXtreme Deep Factorization Machine (xDeepFM) combines a deep neural network and 

Compressed Interaction Network (CIN) module (Lian et al., 2018). The CIN performs feature 

crossing by taking the outer product of a hidden layer and the original feature matrix at vector-

wise level. Like the cross network of Deep and Cross, the degree of interactions is determined 
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by the CIN layer depth so CIN learns bounded-degree feature interactions. CIN is based on and 

extends the cross network of Deep and Cross, and also draws on the architecture of CNNs and 

RNNs. It also avoids the need for manual feature searching or engineering. CIN and deep neural 

networks have distinct properties that are complementary to one another. By jointly training 

them, xDeepFM can learn both low- and high-order feature interactions and both implicit and 

explicit feature interactions: CIN learns explicit high-order interactions while the deep neural 

network learns high- and low-order interactions implicitly. xDeepFM has been shown to 

consistently outperform a number of other state-of-the-art models on real-world datasets (Lian 

et al., 2018). 

 

The xDeepFM model is as follows (Lian et al., 2018). xDeepFM uses an embedding layer to 

convert raw features into a low-dimensional dense vector. The embedding layer outputs a matrix 

X0 ∈ ℝmxD where the ith row is the embedding vector of the ith feature, m is the number of 

embedding vectors and D is the dimension of the embedding vectors. X0 is fed into the CIN 

network. The computation in a CIN layer is: 𝐗ℎ,∗
𝑘 =∑ ∑ 𝐖𝑖𝑗

𝑘,ℎ(𝐗𝑖,∗
𝑘−1 ∘ 𝐗𝑗,∗

0 )𝑚
𝑗=1

𝐻𝑘−1
𝑖=1  where Hk is 

the number of embedding vectors in the kth layer, Xk is the output of the kth layer and Wk,h is 

the parameter matrix for the hth embedding vector in the kth layer. Each layer takes the 

interaction of the output of the previous layer Xk-1 and X0, so the degree of interactions scales 

with the layer depth. The outputs of all CIN layers are pooled, by sum pooling on each Xk, 𝑝𝑖
𝑘 =

∑ 𝐗𝑖,𝑗
𝑘𝐷

𝑗=1 , concatenation into a pooling vector for each layer 𝐩𝑘 = [𝑝1
𝑘 , 𝑝2

𝑘 , … , 𝑝𝐻𝑘

𝑘 ] and finally 

concatenation of pooling vectors of all K hidden layers into 𝐩+ = [𝐩1, 𝐩2, … , 𝐩𝐾]. The final 

prediction is made by combining CIN and deep neural network outputs: 𝑦 = σ(𝐰𝑙𝑖𝑛𝑒𝑎𝑟
𝑇 𝐱 +

𝐰𝑑𝑛𝑛
𝑇 𝐚𝑑𝑛𝑛

𝑘 +𝐰𝑐𝑖𝑛
𝑇 𝐩+ + 𝑏)where x is the raw features, 𝐚𝑑𝑛𝑛

𝑘  is the output of the deep neural 

network, p+ is the output of the CIN, 𝐰𝑙𝑖𝑛𝑒𝑎𝑟
𝑇  is the weight for the raw features, 𝐰𝑑𝑛𝑛

𝑇  is the 

weight for the deep neural network output, 𝐰𝑐𝑖𝑛
𝑇  is the weight for the CIN output and b is the 
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bias. Thus model parameters jointly trained are 𝐖𝑖𝑗
𝑘,ℎ

 in the CIN, the weights and biases of the 

deep neural network, and 𝐰𝑙𝑖𝑛𝑒𝑎𝑟
𝑇 , 𝐰𝑑𝑛𝑛

𝑇 , 𝐰𝑐𝑖𝑛
𝑇  and b of the final output unit. 

 

 

Figure 10. xDeepFM architecture. Architecture is shown for 3 input features (adapted from Lian 

et al., 2018). 

 

3.3.5   Product-based neural network 

Product-based neural networks (PNNs) introduce a product layer to model inter-field feature 

interactions, followed by fully connected MLP layers to learn higher order feature interactions 

(Qu et al., 2016). The product layer uses both inner and outer product operations (it is a 

concatenation of inner and outer products) which provides a strategy for rule representation. 

PNNs largely capture high-order feature interactions, as they utilise a deep feedforward neural 

network. They have been shown to offer consistently superior performance to other state-of-the-

art models (Qu et al., 2016). 
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The PNN model is as follows (Qu et al., 2016). PNNs use a layer to embed features and 

generate low-dimensional dense embedding vectors. The embedding layer uses the weight 

matrix Wi for feature xi. In the inner product neural network, pairwise feature interaction is 

computed as the inner product of the embedding vectors of features: 𝑔(𝐯𝑖, 𝐯𝑗) =  〈𝐯𝑖, 𝐯𝑗〉 and 

these terms are collated into a square matrix p. The product layer also generates linear 𝐳 =

(𝐯1, 𝐯2, … , 𝐯𝑁). Once p and z are obtained, lp is calculated as 𝐥𝑝 = (𝑙𝑝
1 , 𝑙𝑝

2, … , 𝑙𝑝
𝐷1) where 𝑙𝑝

𝑛 =

𝐖𝑝
𝑛⨀𝐩 =∑ ∑ (𝐖𝑝

𝑛)𝑖,𝑗𝐩𝑖,𝑗
𝑁
𝑗=1

𝑁
𝑖=1 . lz is calculated as 𝐥𝑧 = (𝑙𝑧

1, 𝑙𝑧
2, … , 𝑙𝑧

𝐷1) where 𝑙𝑧
𝑛 =

𝐖𝑧
𝑛⨀𝐳 =∑ ∑ (𝐖𝑧

𝑛)𝑖,𝑗𝐳𝑖,𝑗
𝑀
𝑗=1

𝑁
𝑖=1 . In these computations, 𝐖𝑝

𝑛 and 𝐖𝑧
𝑛 are weights in the 

product layer. The outer product neural network uses similar computations to the inner product, 

except that feature interaction is computed as the outer product of embedding vectors of 

features: 𝑔(𝐯𝑖, 𝐯𝑗) = 𝐯𝑖𝐯𝑗
𝑇. Thus for each element of p, pi,j is a square matrix. p is then defined 

as 𝐩 =∑ ∑ 𝐯𝑖𝐯𝑗
𝑇𝑁

𝑗=1
𝑁
𝑖=1 . The product layer connects to the deep neural network. The inputs are 

lp and lz and computation in the first hidden layer is: 𝐥1 = 𝑅𝑒𝐿𝑈(𝐥𝑝 + 𝐥𝑧 + 𝐛1) where b1 is the 

bias. In the second hidden layer 𝐥2 = 𝑅𝑒𝐿𝑈(𝐖2𝐥1 + 𝐛2) and the final prediction is made by: 

𝑦 = 𝜎(𝐖3𝐥2 + 𝐛3), where W and b are the weights and biases. Model parameters that are 

trained are 𝐖𝑝
𝑛 and 𝐖𝑧

𝑛 in the product layers, and W and b of the deep neural network. 
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Figure 11. PNN architecture. Architecture is shown for 3 input features (adapted from Qu et al., 

2016). 

 

3.4   Regularisation-based models 

A new school of thought is gaining traction in deep learning for predictive tasks on tabular data, 

which is to apply more sophisticated regularisation. This has come in two forms – use of 

recently developed deep learning regularisation techniques in combination and specialised 

regularisation-based architectures (Kadra et al., 2021; Shavitt & Segal, 2018; Lounici et al., 

2021; Klambauer et al., 2017). 

 

3.4.1   Deep learning regularisation techniques 

The concept of regularisation cocktails – that is the joint and simultaneous application of a set 

of deep learning regularisation techniques from different families – has been advanced (Kadra et 

al., 2021). Regularisation cocktails have been shown to significantly improve the performance 

of simple MLPs on tabular data prediction tasks; their use can surpass the performance of state-
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of-the-art specialised architectures enumerated in this chapter thus far, as well as the most 

successful GBDT methods such as XGBoost. 

 

Three families of regularisers, in particular, are important and the most widely used: weight 

decay (either L1 or L2), which is the classical regularisation approach based on penalising the 

size (norms) of weights (Tibshirani, 1996; Tikhonov, 1943); model averaging, predominantly 

dropout (Srivastava et al., 2014) and, more recently, snapshot ensembles (Huang et al., 2017); 

and implicit regularisation, which includes batch normalisation (Ioffe & Szegedy, 2015) and, 

more recently, stochastic weight averaging (Izmailov et al., 2018) and Lookahead optimiser 

(Zhang et al., 2019). The following section is an in-depth exploration of the latter 5 

regularisation techniques developed in recent years for deep neural network architectures. 

 

3.4.1.1   Model averaging 

Deep neural networks can learn highly non-linear relationships between input and output and 

have the potential to be extremely expressive. However, this can lead to overfitting, especially 

with limited data. Combining the predictions of ensembles of models trained with different 

initialisations and parameter settings often significantly increases robustness and improves 

performance, but for large neural networks, averaging outputs during testing or training multiple 

neural networks for the purpose of model averaging can be computationally expensive, time 

consuming and be prohibitively costly. Additionally, combining predictions of models relies on 

models being sufficiently different; training neural networks of different architectures or on 

different training datasets is difficult owing to time needed to optimise hyperparameters and 

insufficient data (Srivastava et al., 2014; Huang et al., 2017). 
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3.4.1.1.1   Dropout 

The core idea of dropout is to randomly and independently drop units and their connections in a 

neural network with a fixed probability during training (Srivastava et al., 2014). This is 

equivalent to randomly sampling a thinned network (which consists of all units retained after 

dropout) from 2n possible sub-networks where n is the number of units in the network, with 

thinned networks sharing weights. During testing, it is infeasible to average prediction from 

many thinned networks. Instead a single unthinned neural network, without dropout, is used 

with the weights of the network equal to weights from training scaled down (the trained weights 

of a unit is multiplied by the probability it had of being retained during training). This represents 

an efficient technique for attaining a weighted mean of predictions of an exponential number of 

networks. Dropout improves generalisation and reduces overfitting. This is because it prevents 

co-adaptations of units in neural networks as its stochasticity renders the presence of any 

individual unit unreliable. Alternatively, dropout may be effective as it ensembles many 

different networks. It has been shown to be applicable to diverse domains and produce state-of-

the-art results across a wide variety of tasks in vision, speech and text recognition, significantly 

outperforming classical neural networks (Srivastava et al., 2014). 

 

Dropout is formulated as follows (Srivastava et al., 2014). The computation within a 

feedforward neural network is 𝐳𝑙+1 = 𝐖𝑙+1𝐚𝑙 + 𝐛𝑙+1 and 𝐚𝑙+1 = 𝑓(𝐳𝑙+1) where z is the 

preactivation, a is the activation, W is the weights, b is the bias and f is an activation function. 

Dropout modifies activation a by: 𝑟𝑗
𝑙 ∼ Bernoulli(𝑝), such that rl is a vector of independent 

Bernoulli random variables each with probability p of being 1, and �̃�𝑙 = 𝐫𝑙 ∗ 𝐚𝑙, such that �̃�𝑙 is 

the thinned output and is used instead of al as the input into the next layer of the feedforward 

neural network. During training, backpropagation of the derivatives of the loss is only done on 
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the thinned subnetwork. During testing, weights of the neural network without dropout are 

scaled as 𝐖𝑡𝑒𝑠𝑡
𝑙 = 𝑝𝐖𝑙. 

 

3.4.1.1.2   Snapshot ensembles 

The motivation of snapshot ensembling (SE) is to learn and combine multiple neural network 

models, without any additional training cost (Huang et al., 2017). This makes use of the non-

convex nature of training a deep neural network, with many local minima. These minima are 

diverse and contain unique information; while different local minima may be associated with 

the same degree of error, they are non-overlapping in the errors they make so there is a utility in 

ensembling models at different local minima. The core idea of SE is to train a neural network to 

converge at multiple intermediate local minima along its gradient-based optimisation path, 

leveraging the ability of SGD to readily converge and escape from local minima. Each time the 

model converges, the network weights are saved (a “snapshot” is taken). For ensembling to be 

effective, individual snapshots must all have low error, hence the model must be trained quickly 

in few epochs if the total training time is to remain unchanged. To achieve rapid convergence, a 

cyclic learning rate schedule following a cosine function is used, where the learning rate is 

quickly lowered to encourage model convergence to a local minima and then raised after a 

snapshot is taken to perturb the model to escape the local minima, giving it the opportunity to 

converge towards another minima (Loshchilov & Hutter, 2017); strong perturbation is important 

to increase the diversity of local minima. During testing, the ensemble prediction is the average 

of the predictions of the last few snapshots as increasingly better models with lower error are 

obtained over the course of training. The SE approach has been shown to significantly improve 

state-of-the-art performance and is comparable to other ensemble models (Huang et al., 2017). It 

is a technique that is network architecture and task agnostic. 
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SE is formulated as follows (Huang et al., 2017). The cyclic cosine annealing learning rate 

schedule has the form 𝛼(𝑡) = 
𝛼0

2
(cos

𝜋𝑚𝑜𝑑(𝑡−1,[𝑇 𝑀⁄ ])

[𝑇 𝑀⁄ ]
+ 1) where α is the learning rate, α0 is 

the initial learning rate, t is the epoch number, T is the total number of epochs and M is the 

number of snapshots. A large initial learning rate is annealed to a smaller learning rate which is 

close to 0 over the course of a cycle, with the large learning rate allowing the model to escape 

from local minima and the small learning rate allowing the model to converge to local minima. 

 

3.4.1.2   Implicit 

3.4.1.2.1   Batch normalisation 

The motivation for batch normalisation (BN) is internal covariate shift which refers to the 

change in distributions of layer inputs during training of deep neural networks as the inputs are 

affected by the parameters of previous layers which change as they are updated (Shimodaira, 

2000). This especially occurs in deep neural networks as small changes in parameters can 

become amplified through many layers. It poses a problem for the efficient training of neural 

networks as weight parameters of the layers have to continually adapt to compensate for 

changes in the distribution of the input. Additionally, through many layers, inputs can drift into 

saturated regions of activation functions resulting in vanishing gradients and slow convergence. 

To counteract these effects, ReLU activation is used, weights must be initialised carefully and 

small learning rates must be used (as large learning rates can lead to large parameters, exploding 

gradients and divergence) (Glorot & Bengio, 2010; Saxe et al., 2013). BN addresses these issues 

by normalising layer inputs (activations of previous layers) – that is, fixing the mean and 

variance of these to zero mean and unit variance, in order to mitigate internal covariate shift 

(Ioffe & Szegedy, 2015). It does this by applying a differentiable transformation on inputs, 

which is incorporated into the network architecture so that gradient-based optimisation methods 

can be still be applied. It uses additional parameters to scale the transformed inputs, to maintain 
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the representation ability of the network. Normalisation is applied over mini-batches as 

application across the entire training set for every update of weights would be computationally 

expensive. This also allows SGD to be used. By maintaining a stable distribution for inputs, BN 

significantly accelerates convergence and training speed. BN also improves gradient 

propagation behaviour, avoiding saturation and vanishing gradient, and makes it much less 

dependent on the scale of parameters or their initialisation (it can be shown that scale does not 

affect the Jacobian of layers). This allows use of less well-tuned initialisation, higher learning 

rates and saturating non-linear activation functions without divergence, which also contributes 

to faster convergence. BN additionally has a regularisation effect, as datapoints are seen in 

conjunction with others in the mini-batch and the network produces non-deterministic values for 

a datapoint, which aids generalisation. BN has been shown to significant improve state-of-the-

art performance (Ioffe & Szegedy, 2015). 

 

BN is formulated as follows (Ioffe & Szegedy, 2015). Each feature 𝑥𝑘 is normalised 

independently to zero mean and unit variance: 𝑥𝑘 = 
𝑥𝑘−𝔼[𝑥𝑘]

√𝑉𝑎𝑟[𝑥𝑘]
. However, normalising the inputs 

can change the representation in the layer. To compensate, the normalised value undergoes an 

affine transformation 𝑦𝑘 =𝛾𝑘�̂�𝑘 + 𝛽𝑘 using learnable parameters γk and βk, so that the BN 

transform can be an identity transform which preserves the representation ability of the network. 

Computation of mean and variance of each activation is done on mini-batches of size m. Hence 

the overall BN transform has the following steps: 

1. Computing the mini-batch mean: 𝜇𝐵 =
1

𝑚
∑ 𝑥𝑖
𝑚
𝑖=1  

2. Computing the mini batch variance: 𝜎𝐵
2 =

1

𝑚
∑ (𝑥𝑖 −𝜇𝐵)

2𝑚
𝑖=1  

3. Normalisation: 𝑥𝑖 =
𝑥𝑖−𝜇𝐵

√𝜎𝐵
2+𝜀
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4. Affine transformation: 𝑦𝑖 = 𝛾𝑥𝑖 + 𝛽.  

 

The BN transform is used in network layers. The computation within a network unit is typically 

𝐚 = 𝑓(𝐖𝐳 + 𝐛) where 𝐚 is the activation, 𝐳 is the pre-activation, f is the non-linear activation 

function and W and b are weights and biases of the model. With the BN transform this is: 𝐚 =

𝑓(𝐵𝑁(𝐖𝐳)) and �̂� = 𝛾𝐚 + 𝛽. During backpropagation in training, the gradients of the loss with 

respect to the BN transform parameters are computed in addition to other derivatives: 
∂ℓ

∂𝑥𝑖
, 
∂ℓ

∂𝜇𝐵
, 

∂ℓ

∂σ𝐵
2 , 

∂ℓ

∂𝑥𝑖
, 
∂ℓ

∂γ
 and 

∂ℓ

∂𝛽
. During testing, activations are not normalised – the following steps are 

applied: 

1. 𝔼[𝑥] = 𝔼𝐵[𝜇𝐵] 

2. 𝑉𝑎𝑟[𝑥] = 
𝑚

𝑚−1
𝔼𝐵[𝜎𝐵

2] 

3. 𝑦 = 
γ

√𝑉𝑎𝑟[𝑥]+𝜀
 ⋅ 𝑥 + (𝛽 −

γ𝔼[x]

√𝑉𝑎𝑟[𝑥]+𝜀
). 

 

3.4.1.2.2   Stochastic weight averaging 

The motivation of stochastic weight averaging (SWA) is that SGD traverses a weight space for 

neural networks that correspond to high performance but does not typically reach the optimal 

points in this weight space. SWA is a method to compute an average of the weights attained 

along the sequence of gradient-based optimisation steps, in order to move to the optimal points 

in the weight space (Izmailov et al., 2018). These averaged weights are then used for the 

network. SWA finds wider optimal solutions than conventional SGD which results in better 

generalisation (this is because the training and test error surfaces do not exactly align but wider 

optima would be more likely to remain optimal in both as it is robust to the small shift between 

the surfaces). Conventional SGD converges to optima near the boundary of wide regions of 

optimal weights and, with asymmetry of the loss function, SGD typically converges near the 
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periphery of sharp ascents in the training loss. In contrast, SWA converges in the centre of 

optimal regions as well as in flat region of the training loss. These convergence points are more 

robust as larger perturbations are needed to increase error. Again, because of the shift between 

the train and test error surfaces, centred points, although are associated with slightly worse 

training error, result in better test error and better generalisation. SWA has been shown to 

substantially improve performance of state-of-the-art models on a range of datasets and it can be 

used with a host of different network architectures (Izmailov et al., 2018). 

 

SWA is formulated as follows (Izmailov et al., 2018). The cyclical learning rate schedule used 

is: 𝛼(𝑖) = (1 − 𝑡(𝑖))𝛼1 + 𝑡(𝑖)𝛼2 where 𝑡(𝑖) = 
1

𝑐
(𝑚𝑜𝑑(𝑖 − 1, 𝑐) + 1), α1 and α2 are learning 

rates and c is the averaging period. This has the effect of decreasing the learning rate from α1 to 

α2 linearly. 

 

3.4.1.2.3   Lookahead 

Lookahead is a novel form of optimisation algorithm, that updates two sets of weights: it 

generates a sequence of “fast weights” using a conventional optimiser such as SGD or Adam in 

its inner loop and then uses the final fast weights to inform the direction of update of “slow 

weights” in its outer loop (Zhang et al., 2019). This method essentially performs weight 

averaging during training, as opposed to SWA which performs it at the end. Lookahead reduces 

variance (as higher variance in the inner loop updates is reset by the outer loop update), 

improves learning stability and accelerates convergence (Lookahead uses a large learning rate in 

the inner loop to allow fast weights to make quick progress in learning but uses slow weights to 

smooth out oscillations for rapid convergence, avoiding the pitfalls of conventional optimisation 

methods which can oscillate and be slow to converge). It also improves generalisation. 
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Lookahead has been shown to significantly improve results on a range of architectures and 

datasets (Zhang et al., 2019). It is applicable to any standard optimisation method. 

 

Lookahead is formulated as follows (Zhang et al., 2019). Slow weights ϕ and fast weights θ are 

maintained. Fast weights in the inner loop are updated by: 𝜃𝑡,𝑖+1 = 𝜃𝑡,𝑖 + 𝐴(𝐿, 𝜃𝑡,𝑖−1, 𝑑) where 

A is the standard optimisation method selected, L is the objective function and d is the mini-

batch of training data. This update is iterated k times, following which the slow weights are 

updated using the rule: 𝜙𝑡+1 = 𝜙𝑡 + 𝛼(𝜃𝑡,𝑘 − 𝜙𝑡) = 𝛼[𝜃𝑡,𝑘 + (1 − 𝛼)𝜃𝑡−1,𝑘 +⋯+

(1 − 𝛼)𝑡−1𝜃0,𝑘] + (1 − 𝛼)𝑡𝜙0, where α is the slow weights step size. In essence, the slow 

weights are updated by linear interpolation with fast weights, using an exponential moving 

average of fast weights that places greater focus on the later fast weights in the k updates but 

with some contribution from earlier fast weights. After slow weights are updated, fast weights 

are reset to the slow weight value. 

 

3.4.2   Regularisation-based architectures 

The second form of regularised models that are actively being explored for deep learning are 

specialised regularisation-based architectures (Shavitt & Segal, 2018; Lounici et al., 2021; 

Klambauer et al., 2017). The following section reviews the key approaches. 

 

3.4.2.1   Regularisation learning networks 

The core idea of regularisation learning networks (RLNs) is to apply a different learnable 

regularisation coefficient to each weight in a neural network (Shavitt & Segal, 2018). This 

would typically result in a large number of regularisation coefficients as hyperparameters which 
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is not computationally tractable. RLNs introduce a new loss function – counterfactual loss – to 

efficiently optimise these many regularisation coefficient hyperparameters and learn them 

together with the weights of the neural network. The effect of RLNs is sparse feature selection, 

with selected features assigned with large weights, thereby retaining only the most informative 

features and conferring the correct inductive bias. Additionally, RLNs result in modular 

regularisation: if certain irrelevant features are strongly regularised, other more relevant features 

undergo more relaxed regularisation. Thus, RLNs are most suited to input data with highly 

variable relative feature importance. As they provide meaningful insights into which features 

are important for prediction, they also confer model interpretability. RLNs have been shown to 

significantly outperform deep neural networks using other regularisation techniques and 

perform comparably with GBDTs (Shavitt & Segal, 2018). 

 

The RLN model is as follows (Shavitt & Segal, 2018). In conventional regularisation, the 

objective function is: �̃�(𝐗,𝐖, 𝜆) = 𝐿(𝐗,𝐖) + exp(𝜆) ⋅ ∑ ‖𝑤𝑖‖
𝑛
𝑖=1  where L is the loss function, 

X is the data, W is the weights and λ is the regularisation coefficient. In this case, the 

regularisation coefficient λ is a hyperparameter tuned with a validation dataset. For RLNs, a 

different regularisation coefficient is associated with each weight in the neural network so the 

objective function is: �̃�(𝐗,𝐖, Λ) = 𝐿(𝐗,𝐖) +∑ exp(𝜆𝑖) ⋅ ‖𝑤𝑖‖
𝑛
𝑖=1  where Λ = {λ𝑖}𝑖=1

𝑛  are the 

set of regularisation coefficients. There are therefore n regularisation coefficients λi, one for 

each weight wi, and optimising using cross validation is intractable. The goal is therefore to find 

an efficient way to optimise Λ. The SGD update for weights is: 𝑤𝑡+1,𝑖 = 𝑤𝑡,𝑖 − 𝜂 ⋅
∂�̃�(𝐗t,𝐖t,Λ𝑡)

∂𝑤𝑡,𝑖
 

where η is the learning rate of the weights. This can be written as 𝑤𝑡+1,𝑖 = 𝑤𝑡,𝑖 − 𝜂 ⋅ (𝑔𝑡,𝑖 +

𝑟𝑡.𝑖) where gt,i is the gradient of the loss term, 𝑔𝑡,𝑖 =
∂L(𝐗𝑡,𝐖𝑡)

∂𝑤𝑡,𝑖
, and rt,i is the gradient of the 

regularisation term, 𝑟𝑡.𝑖 =
∂

∂𝑤𝑡,𝑖
(∑ exp(𝜆𝑡,𝑗) ⋅ ‖𝑤𝑡,𝑗‖

𝑛
𝑗=1 ). As the latter is zero for every j ≠ i, it 
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is equivalent to exp(𝜆𝑡,𝑖) ⋅
∂‖𝑤𝑡,𝑖‖

∂𝑤𝑡,𝑖
. The counterfactual loss is then formulated as 

𝐿𝐶𝐹(𝐗𝑡, 𝐗𝑡+1,𝐖𝑡, Λ𝑡, 𝜂) = 𝐿(𝐗𝑡+1,𝐖𝑡+1) where Wt+1 depends on Wt, Xt,Λt and η as the update 

rule for weights is 𝑤𝑡+1,𝑖 = 𝑤𝑡,𝑖 − 𝜂 ⋅
∂�̃�(𝐗𝑡,𝐖𝑡,Λ𝑡)

∂𝑤𝑡,𝑖
. LCF can then be used in the SGD update for 

regularisation coefficients: λ𝑡+1,𝑖 = λ𝑡,𝑖 − 𝜈 ⋅ 
∂𝐿𝐶𝐹(𝐗𝑡,𝐗𝑡+1,𝐖𝑡,Λ𝑡,𝜂)

∂λ𝑡,𝑖
= λ𝑡,𝑖 + 𝜈 ⋅ η ⋅ 𝑔𝑡+1,𝑖 ⋅ 𝑟𝑡.𝑖 

where ν is the learning rate of the regularisation coefficients. Thus, the counterfactual loss 

allows optimisation of regularisation coefficients while learning the weights of the network 

simultaneously. With many training steps, regularisation coefficients λt,i tends to vanish, hence a 

projection step is used with each update of  coefficients to normalise the coefficients: 𝜆𝑡+1,𝑖 =

𝜆𝑡,𝑖 + 𝜈 ⋅ η ⋅ 𝑔𝑡+1,𝑖 ⋅ 𝑟𝑡.𝑖 + (𝜃 −
∑ λ𝑡,𝑖+𝜈⋅η⋅𝑔𝑡+1,𝑖⋅𝑟𝑡.𝑖
𝑛
𝑗=1

𝑛
) where θ is the normalisation factor of the 

regularisation coefficients. This leads to regularisation in the network having zero sum game 

behaviour, with stronger regularisation in one part of the network permitting relaxation in 

regularisation in other parts. Model parameters that are trained are W and Λ. 

 

3.4.2.2   Muddling labels for regularisation 

The core idea of muddling labels for regularisation (MLR) is penalising memorisation (and thus 

promoting generalisation) of deep neural networks with a new loss function that incorporates 

three techniques: Ridge regularisation on the output of the last hidden layer of the neural 

network and using this to replace the weights of the output layer, random permutations to 

generate target labels which are not informative, and dithering to introduce noise to target labels 

(Lounici et al., 2021). The first technique means the weights of the output layer are directly a 

function of the last hidden layer, leading to a stronger regularisation than simply regularising the 

weights of the output layer, as is conventional. The second technique prevents overfitting of the 

model as random permutation of target labels will produce false (x, y) pairs in which it is 

expected there should be no relationship between x and y; fitting of any relationship would only 
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occur through memorisation. This is penalised which compels the model to focus on meaningful 

relationships between x and y in real (x, y) pairs. MLR has been shown to produce higher 

performance than simple neural networks and tree-based methods on datasets with a range of 

sample sizes, feature types, tasks i.e. classification and regression and task difficulties (Lounici 

et al., 2021). 

 

The MLR model is as follows (Lounici et al., 2021). The base structure is a simple feedforward 

neural network with the following computations in each layer: 𝐀0 = 𝐱 in the input layer, 𝐀1 =

𝑅𝑒𝐿𝑈(𝐀0𝐖1 + 𝐛1) in the first hidden layer, 𝐀𝑙+1 = 𝑅𝑒𝐿𝑈(𝐀𝑙𝐖𝑙+1 + 𝐛𝑙+1) in subsequent 

hidden layers, and 𝐀𝐿 = 𝐀𝐿−1𝐖𝐿 in the output layer, where A is the activation, W is the weights 

and b is the bias. MLR makes certain modifications. Firstly, ridge regularisation is applied to 

the output of the final hidden layer AL-1: 𝐏(𝜃, 𝜆, 𝐱) = [(𝐀𝐿−1)𝑇𝐀𝐿−1 + 𝜆𝕀]−1(𝐀𝐿−1)𝑇, where θ 

represents the learnable weight and bias parameters of the neural network, λ is the learnable 

regularisation coefficient and x is the input. H, a “regularised projector” based on AL-1, is 

computed as 𝐇(𝜃, 𝜆, 𝐱) = 𝐀𝐿−1𝐏(𝜃, 𝜆, 𝐱). The output layer of the neural network is computed as 

𝐀𝐿 = 𝐀𝐿−1𝐖𝐿 = 𝐀𝐿−1𝐏(𝜃, 𝜆, 𝐱)𝐘 = 𝐇(𝜃, 𝜆, 𝐱)𝐘and the final output is 

𝐻𝑎𝑟𝑑𝑚𝑎𝑥(𝐀𝐿−1(𝜃)𝐏(𝜃, 𝜆, 𝐱)𝐘), where Y are the target labels. Secondly, permutation 

operations are applied to target labels Y. Thirdly, dithering is applied by muddling the target 

through introducing noise of higher variance along less informative eigendirections of H. The 

MLR loss is therefore: 𝑀𝐿𝑅(θ, λ) = 𝐵𝐶𝐸(𝐘; (2𝐘 − 1) + (𝕀𝑛 −𝐇)𝜉 + 𝐇(2𝐘 − 1)) +


1

𝑇
∑ |𝐵𝐶𝐸(𝐘;𝐘𝟙𝑛) − 𝐵𝐶𝐸(𝜋𝑡(2𝐘 − 1);𝜋𝑡(2𝐘 − 1) +(𝕀𝑛 −𝐇)𝜉𝑡 +𝐇𝜋𝑡(2𝐘 − 1))|𝑇
𝑡=1  where 

𝐘 = 𝑚𝑒𝑎𝑛(𝐘), (𝜋𝑡(2𝐘 − 1))𝑡=1
𝑇  are T randomly drawn permutations of 2𝐘 − 1, and ξ and 

(𝜉𝑡)𝑡=1
𝑇  are randomly drawn noise vectors from 𝒩(0𝑛, 𝕀) which adds noise to 2𝐘 − 1 and 

permutations of 2𝐘 − 1. The first term of the MLR loss represents the conventional BCE loss 

and the second represents the amount of memorisation of the model by comparing the BCE loss 
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when fitting to uninformative labels to the BCE loss when not fitting the data. Model 

parameters that are trained are θ and λ. 

 

3.4.2.3   Self-normalising neural networks 

BN has become extremely popular in deep neural networks (Ioffe & Szegedy, 2015). It 

normalises activations in neural network layers to zero mean and unit variance but these can be 

perturbed through the process of SGD and regularisation such as dropout. If variance grows or 

diminishes excessively, this can lead to exploding and vanishing gradients respectively during 

training. In general, perturbations to mean and variance can lead to high fluctuations in training 

error and reduce the efficacy and speed of learning. The core idea of self-normalising neural 

networks (SNNs) is to obviate the need for BN and instead use an alternative activation function 

– the scaled exponential linear unit (SELU) on a feedforward neural network – to achieve the 

same outcome (Klambauer et al., 2017). SNNs push activations in the network to converge to 

zero mean and unit variance and maintains this as activations are propagated through many 

network layers, by drawing them towards a stable fixed point. In the general case, they maintain 

activation mean and variance within defined intervals provided weights meet certain mild 

conditions. Additionally, they stabilise variances to prevent exploding and vanishing gradients. 

SNNs are able to use strong regularisation techniques and are robust to perturbations, avoiding 

fluctuations in training error. This permits training of deeper models with many layers, 

increasing the quality of learning. They have been shown to significantly outperform simple 

feedforward networks with BN and specialised architectures on a range of tasks (Klambauer et 

al., 2017). 

 

The SNN model is as follows (Klambauer et al., 2017). The base structure is a simple 

feedforward neural network, where the computation in the first layer is 𝐳 = 𝐖𝐱 and 𝐚 = 𝑓(𝐳) 
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where z is the pre-activation, W is the weights, x is the input, a is the activation and f is the 

activation function. For a single activation unit this is 𝑧 = 𝐰𝑇𝐱 and 𝑎 = 𝑓(𝑧). Input features xi 

have a mean 𝜇 = 𝔼(𝑥𝑖) and variance 𝜈 = 𝑉𝑎𝑟(𝑥𝑖). The preactivation z have mean 𝔼(𝑧) =

∑ 𝑤𝑖𝔼(𝑥𝑖) = 𝜇𝜔𝑛
𝑖=1  where 𝜔 =∑ 𝑤𝑖

𝑛
𝑖=1  (sum of weights of all xi input features) and variance 

𝑉𝑎𝑟(𝑧) = 𝑉𝑎𝑟(∑ 𝑤𝑖𝑥𝑖) = 𝜈𝜏𝑛
𝑖=1  where 𝜏 = ∑ 𝑤𝑖

2𝑛
𝑖=1  (sum of squared weights of all xi input 

features). By the central limit theorem, z has a normal distribution 𝑧~𝒩(𝜇𝜔, √𝜈𝜏) with 

density 𝑝𝑁(𝑧; 𝜇𝜔, √𝜈𝜏). The activation a has �̃� = 𝔼(𝑎) and 𝜈 = 𝑉𝑎𝑟(𝑎). The function of SNNs 

is based on a mapping function g that maps µ and ν from one layer to �̃� and 𝜈 in the next layer, 

for every activation a. There is a stable and attracting fixed point for µ and ν that depend on ω 

and τ. When the mapping function g is repeatedly applied over a number of layers, µ and ν 

converge to the fixed point. Moreover, µ and ν always remain bounded by [µmin, µmax] and [νmin, 

νmax]. The SELU activation function – 𝑠𝑒𝑙𝑢(𝑥) = λ {
𝑥𝑖𝑓𝑥 > 0

𝛼𝑒𝑥 − 𝛼𝑖𝑓𝑥 ≤ 0
 where α and λ are 

constants – allows the mapping g to have these properties. It has positive and negative values to 

control the mean, saturation regions and steeper slopes to dampen or amplify the variance when 

it is large or small respectively, and a continuous curve so there is a fixed point where variance 

damping and amplification is balanced. The SELU activation dampens variance for negative 

inputs with the effect stronger for inputs far from 0. In contrast, they increase variance for 

positive inputs with the effect stronger for inputs close to 0 (this arises as the exponential linear 

unit is multiplied by λ > 1 so the slope is greater than one for positive inputs). Therefore the 

mapping function g which maps µ and ν of a layer to �̃� and 𝜈 of the next layer is: �̃�(𝜇, 𝜔, 𝜈, 𝜏) =

∫ 𝑠𝑒𝑙𝑢(𝑧)
∞

−∞
𝑝𝑁(𝑧; 𝜇𝜔, √𝜈𝜏)𝑑𝑧 and 𝜈(𝜇, 𝜔, 𝜈, 𝜏) = ∫ 𝑠𝑒𝑙𝑢(𝑧)2

∞

−∞
𝑝𝑁(𝑧; 𝜇𝜔, √𝜈𝜏)𝑑𝑧 − �̃�2. 

Weights ω and τ are initialised as ω = 0 and τ = 1 (they are drawn from a Gaussian distribution 

with 𝔼(𝑤𝑖) = 0 and 𝑉𝑎𝑟(𝑤𝑖) = 
1

𝑛
, where n is the number of features. For these weights, (µ,ν) 

= (0, 1) is a stable and attracting fixed point. During learning, weights ω and τ will deviate from 

0 and 1 and no longer be normalised. However the self-normalising property of SNNs can be 
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maintained if these are bounded ω ∈ [−0.1, 0.1] and τ ∈ [0.95, 1.1] i.e. close to 0 and 1, in 

which case there still exists a fixed point µ ∈ [−0.03, 0.07] and ν ∈ [0.80, 1.49] i.e. (µ,ν) is 

close to (0, 1). SNNs also push variance of activations into a defined interval. For µ ∈ [-1, 1], ω 

∈ [-0.1, 0.1], ν ∈ [3, 16], τ ∈ [0.8, 1.25], 𝜈(µ,ω,ν,τ) < ν, hence the variance is bounded to ν < 

3, preventing exploding gradients. For µ ∈ [-0.1, 0.1], ω ∈ [-0.1, 0.1], ν ∈ [0.02, 0.16] or ν ∈ 

[0.02, 0.24] and τ ∈ [0.8, 1.25] or τ ∈ [0.9, 1.25] then 𝜈(µ,ω,ν,τ) > ν, hence the variance is 

bounded to ν > 0.16 or ν > 0.24, preventing vanishing gradients. SNNs also use a modified 

dropout technique: instead of standard dropout where the activation is preserved with 

probability p and is set to 0 with probability 1 – p, alpha dropout is used which sets inputs to 

−λα (the negative saturation value) with probability 1 – p. Mean and variance is maintained at 

their original values after alpha dropout using scale and translation transformations. Model 

parameters that are trained are ω and τ. 

 

3.5   Summary 

Table 2 summarises the 14 specialised architectures used in this study. This chapter reviewed 

deep learning predictive models for tabular data. The empirical investigations of this study is 

presented in the next chapter. 

 

Table 2. Summary of 14 specialised deep learning architectures for tabular data. 

 Model family Key computation Trained 

parameters 

NODE1 Differentiable 

tree 𝑓𝑖(𝐱) = ∑𝑥𝑗 ∙ 𝑒𝑛𝑡𝑚𝑎𝑥(𝐹𝑖𝑗)

𝑛

𝑗=1

 

𝑐𝑖(𝐱) = 𝑒𝑛𝑡𝑚𝑎𝑥([(𝑓𝑖(𝐱) −𝑏𝑖), 0]) 

F, b, R 
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ℎ(𝐱) =  ∑ 𝑅𝑖1…𝑖𝑑 ∙ 𝐶𝑖1…𝑖𝑑(𝐱)

𝑖1…𝑖𝑑∈{0,1}
𝑑

 

Quantum 

Forest2 

Differentiable 

tree 

𝑔(𝐀, 𝐱, 𝑏) = 𝜎(𝑒𝑛𝑡𝑚𝑎𝑥(𝐀)𝐱 − 𝑏) 

𝑝 =∏𝑔𝑛
𝑛

 

𝑦(𝐱) = ∑𝑝𝑗𝑄𝑗(𝐱)

𝑗

 

A, b, Q 

DNDT3 Differentiable 

tree 
𝑓(𝑥) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(

𝑤𝑥 + [0, −𝛽1, … , −𝛽1 − 𝛽2 −⋯− 𝛽𝑛]

τ
) 

𝐳 = 𝑓1(𝑥1)⨂𝑓2(𝑥2)⨂…⨂𝑓𝐷(𝑥𝐷) 

[𝛽1 , 𝛽2, … , 𝛽𝑛] 

TabNet4 Attention 𝐌[𝐢] = 𝑠𝑝𝑎𝑟𝑠𝑒𝑚𝑎𝑥(𝐏[𝐢 − 𝟏] ∙ ℎ𝑖(𝐚[𝐢 − 𝟏])) 

[𝐝[𝐢], 𝐚[𝐢]] = 𝑓𝑖(𝐌[𝐢] ∙ 𝐟) 

𝐝𝐨𝐮𝐭 =  ∑ 𝑅𝑒𝐿𝑈(𝐝[𝐢])

𝑁𝑠𝑡𝑒𝑝𝑠

𝑖=1

 

Weights and 

biases in FC 

layers in the 

attentive and 

feature 

transformer 

TabTransfor

mer5 

Attention 
𝐀 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(

𝐐𝐊𝑇

√𝑘
) 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝐊, 𝐐, 𝐕) = 𝐀 ∙ 𝐕 

ϕ in column 

embedding 

layer, θ in 

transformer 

layers, weight 

and biases in 

MLP 

SAINT6 Attention 
𝐀 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(

𝐐𝐊𝑇

√𝑘
) 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝐊, 𝐐, 𝐕) = 𝐀 ∙ 𝐕 

ϕ in 

embedding 

layer, θ in 

transformer 

layers, weight 

and biases in 

MLP 

Wide and 

Deep7 

Feature 

interaction 

Linear model: 𝑦 = 𝐰𝑇𝐱 + 𝑏 

Deep neural network: 𝐚𝑙+1 = 𝑅𝑒𝐿𝑈(𝐖𝑙 ∙ 𝐚𝑙 + 𝐛𝑙)  

𝑃(𝑌 = 1|𝐱) = σ(𝐰𝑤𝑖𝑑𝑒
𝑇 [𝐱, 𝜙(𝐱)] + 𝐰𝑑𝑒𝑒𝑝

𝑇 𝐚𝑙𝑓 + 𝑏) 

w and b in 

linear model, 

W and b in 

deep neural 

network, 

wwide, wdeep 

and b in the 

final sum 

layer 

DeepFM8 Feature 

interaction 

FM: 𝑦𝐹𝑀(𝐱) =  〈𝐰, 𝐱〉 +∑ ∑ 〈𝑣𝑖 , 𝑣𝑗〉𝑥𝑖 ∙ 𝑥𝑗
𝑑
𝑗=𝑖+1

𝑑
𝑖=1  

Deep neural network:𝐚𝑙+1 = 𝜎(𝐖𝑙 ∙ 𝐚𝑙 + 𝐛𝑙) 

𝑦(𝐱) = 𝜎(𝑦𝐹𝑀(𝐱) + 𝑦𝐷𝑒𝑒𝑝(𝐱)) 

w and vi in 

FM, W and b 

in deep neural 

network 

DCN9 Feature 

interaction 

Cross network: 𝐱𝑙+1 = 𝐱0𝐱𝑙
𝑇𝐰𝑙 + 𝐛𝑙 + 𝐱𝑙  wl and bl in 

cross 

network, W 



78 

 

Deep neural network: 𝐚𝑙+1 = 𝑅𝑒𝐿𝑈(𝐖𝑙 ∙ 𝐚𝑙 + 𝐛𝑙) 

𝑝 = σ([𝐱𝐿1
𝑇 , 𝐚𝐿2

𝑇 ]𝐰𝑙𝑜𝑔𝑖𝑡𝑠) 

and b in deep 

neural 

network, 

wlogits in final 

combination 

layer 

xDeepFM10 Feature 

interaction 
CIN: 𝐗ℎ,∗

𝑘 = ∑ ∑ 𝐖𝑖𝑗
𝑘,ℎ(𝐗𝑖,∗

𝑘−1 ∘ 𝐗𝑗,∗
0 )𝑚

𝑗=1
𝐻𝑘−1
𝑖=1  

Deep neural network: 𝐚𝑙+1 = 𝑅𝑒𝐿𝑈(𝐖𝑙 ∙ 𝐚𝑙 + 𝐛𝑙) 

𝑦 = σ(𝐰𝑙𝑖𝑛𝑒𝑎𝑟
𝑇 𝐱 +𝐰𝑑𝑛𝑛

𝑇 𝐚𝑑𝑛𝑛
𝑘 +𝐰𝑐𝑖𝑛

𝑇 𝐩+ + 𝑏) 

𝐖𝑖𝑗
𝑘,ℎ

 in CIN, 

W and b in 

deep neural 

network, 

𝐰𝑙𝑖𝑛𝑒𝑎𝑟
𝑇 , 

𝐰𝑑𝑛𝑛
𝑇 , 𝐰𝑐𝑖𝑛

𝑇  

and b of final 

output unit 

PNN11 Feature 

interaction 

Product layer: 

𝑔(𝐯𝑖 , 𝐯𝑗) =  〈𝐯𝑖 , 𝐯𝑗〉 

𝑙𝑝
𝑛 = 𝐖𝑝

𝑛⨀𝐩=∑∑(𝐖𝑝
𝑛)𝑖,𝑗𝐩𝑖,𝑗

𝑁

𝑗=1

𝑁

𝑖=1

 

𝐳 = (𝐯1, 𝐯2, … , 𝐯𝑁) 

𝑙𝑧
𝑛 = 𝐖𝑧

𝑛⨀𝐳=∑∑(𝐖𝑧
𝑛)𝑖,𝑗𝐳𝑖,𝑗

𝑀

𝑗=1

𝑁

𝑖=1

 

Deep neural network: 

𝐥1 = 𝑅𝑒𝐿𝑈(𝐥𝑝 + 𝐥𝑧 + 𝐛1) 

𝐥2 = 𝑅𝑒𝐿𝑈(𝐖2𝐥1 + 𝐛2) 

𝑦 = 𝜎(𝐖3𝐥2 + 𝐛3) 

𝐖𝑝
𝑛 and 𝐖𝑧

𝑛 

in product 

layers, W and 

b in deep 

neural 

network 

RLN12 Regularisation 
�̃�(𝐗,𝐖, Λ) = 𝐿(𝐗,𝐖) +∑exp(𝜆𝑖) ⋅ ‖𝑤𝑖‖

𝑛

𝑖=1

 

𝑔𝑡,𝑖 =
∂L(𝐗𝑡 ,𝐖𝑡)

∂𝑤𝑡,𝑖
 

𝑟𝑡.𝑖 =exp(𝜆𝑡,𝑖) ⋅
∂‖𝑤𝑡,𝑖‖

∂𝑤𝑡,𝑖
 

𝑤𝑡+1,𝑖 = 𝑤𝑡,𝑖 − 𝜂 ⋅
∂�̃�(𝐗t,𝐖t, Λ𝑡)

∂𝑤𝑡,𝑖
= 𝑤𝑡,𝑖 − 𝜂 ⋅ (𝑔𝑡,𝑖 +𝑟𝑡.𝑖) 

𝐿𝐶𝐹(𝐗𝑡, 𝐗𝑡+1,𝐖𝑡 , Λ𝑡 , 𝜂) = 𝐿(𝐗𝑡+1,𝐖𝑡+1) 

λ𝑡+1,𝑖 = λ𝑡,𝑖 − 𝜈 ⋅ 
∂𝐿𝐶𝐹(𝐗𝑡, 𝐗𝑡+1,𝐖𝑡 , Λ𝑡 , 𝜂)

∂λ𝑡,𝑖
= λ𝑡,𝑖 + 𝜈 ⋅ η ⋅ 𝑔𝑡+1,𝑖 ⋅ 𝑟𝑡.𝑖 

W, Λ =
{λ𝑖}𝑖=1

𝑛  

MLR13 Regularisation 𝐏(𝜃, 𝜆, 𝐱) = [(𝐀𝐿−1)𝑇𝐀𝐿−1 + 𝜆𝕀]−1(𝐀𝐿−1)𝑇 θ, λ 
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𝐇(𝜃, 𝜆, 𝐱) = 𝐀𝐿−1𝐏(𝜃, 𝜆, 𝐱) 

𝐀𝐿 = 𝐀𝐿−1𝐖𝐿 = 𝐀𝐿−1𝐏(𝜃, 𝜆, 𝐱)𝐘 = 𝐇(𝜃, 𝜆, 𝐱)𝐘 

𝑀𝐿𝑅(θ, λ) = 𝐵𝐶𝐸(𝐘; (2𝐘 − 1) + (𝕀𝑛 −𝐇)𝜉 + 𝐇(2𝐘 − 1))

+
1

𝑇
∑|𝐵𝐶𝐸(𝐘;𝐘𝟙𝑛)

𝑇

𝑡=1

− 𝐵𝐶𝐸(𝜋𝑡(2𝐘 − 1);𝜋𝑡(2𝐘 − 1)
+(𝕀𝑛 − 𝐇)𝜉𝑡 +𝐇𝜋𝑡(2𝐘 − 1))| 

SNN14 Regularisation 
𝜔 =∑𝑤𝑖

𝑛

𝑖=1

 

𝜏 = ∑𝑤𝑖
2

𝑛

𝑖=1

 

𝑠𝑒𝑙𝑢(𝑥) = λ {
𝑥𝑖𝑓𝑥 > 0

𝛼𝑒𝑥 − 𝛼𝑖𝑓𝑥 ≤ 0
 

𝜇(𝜇, 𝜔, 𝜈, 𝜏) = ∫ 𝑠𝑒𝑙𝑢(𝑧)
∞

−∞

𝑝𝑁(𝑧; 𝜇𝜔, √𝜈𝜏)𝑑𝑧 

𝜈(𝜇, 𝜔, 𝜈, 𝜏) = ∫ 𝑠𝑒𝑙𝑢(𝑧)2
∞

−∞

𝑝𝑁(𝑧; 𝜇𝜔,√𝜈𝜏)𝑑𝑧 − 𝜇2 

ω, τ 

1Popov et al., 2019; 2Chen, 2020; 3Yang et al., 2018; 4Arik & Pfister, 2019; 5Huang et al., 2020; 
6Somepalli et al., 2021; 7Cheng et al., 2016; 8Guo et al., 2017; 9Wang et al., 2017; 10Lian et al., 2018; 
11Qu et al., 2016; 12Shavitt & Segal, 2018; 13Lounici et al., 2021; 14Klambauer et al., 2017. 
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Chapter 4: Experimental Methods 

 

This chapter presents the experimental methods underlying the study. The study can be divided 

into two parts: Part 1 which deals with synthetic tabular data generation and Part 2 which deals 

with deep learning for predictive tasks on tabular data; details of the model architectures, 

training process and evaluation metrics used for each are given in Sections 4.2 and 4.3, 

respectively. Prior to that, Section 4.1 explains the datasets used.  

 

4.1   Data 

This study used 4 datasets of hospital admissions during the Covid-19 pandemic collected from 

the EHRs of 4 NHS trusts – Oxford University Hospitals NHS Foundation Trust (Oxford), 

University Hospitals Birmingham NHS Foundation Trust (Birmingham), Portsmouth Hospitals 

University NHS Trust (Portsmouth) and Bedfordshire Hospitals NHS Foundation Trust 

(Bedford). Datasets consisted of anonymised patient records. The Portsmouth and Bedford 

datasets were collected exclusively within the Covid-19 pandemic period since March 2020, 

while the Oxford and Birmingham datasets were a mix of pandemic and pre-pandemic patient 

records. Approval for use of data was obtained from National Health Service Health Research 

Authority (IRAS ID 281832) and sponsored by the University of Oxford. This study was 

conducted within the CURIAL research programme (Soltan et al., 2021). The datapoints in each 

dataset represented one patient encounter. Each dataset consisted of 30 features: age, gender, 

ethnicity of the patient, 6 vital sign measurements, 20 blood tests results and the Covid-19 status 

of the patient at the time of hospital admission. Thus, there were 3 discrete and 27 continuous 

features. Of the 3 discrete features, two were binary and 1 was multiclass (7 classes). The task 

was to predict the presence (or absence) of Covid-19 infection in the patient based on their age, 
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gender, ethnicity, vital sign measurements and blood test results, which are routinely elicited 

and performed when patients attend an emergency department. Datasets ranged in size from 

several thousand to hundreds of thousands of samples. The number of samples in each were: 

Oxford - 217199, Birmingham - 205373, Portsmouth - 38717, Bedford - 1859. The prevalence 

of Covid-19 in all datasets was low. The number and percentage of positive Covid-19 cases in 

each were: Oxford - 3109 (1.43%), Birmingham - 789 (0.38%), Portsmouth - 2283 (5.90%) and 

Bedford - 209 (11.24%). Hence, prediction classes were highly imbalanced (<10%), especially 

in the mixed pandemic and pre-pandemic Oxford and Birmingham datasets. The number of 

samples with missing data in each dataset was: Oxford 33.1%, Birmingham 75.2%, Portsmouth 

18.5% and Bedford 35.4%. 

 

As the Portsmouth dataset included the largest number of Covid-19 positive cases and was 

collected exclusively during the Covid-19 pandemic period, this was selected to be the main 

training dataset, with the other 3 used for external validation. This setup allowed assessment of 

the generalisability of learnt models to a future “post-pandemic” situation when hospital 

admissions revert to the pre-pandemic situation but with low Covid-19 prevalence (which is 

represented by the Oxford and Birmingham datasets). The raw Portsmouth dataset with missing 

data excluded was used as a class-imbalanced training dataset. A 50:50 class-balanced training 

dataset was also created by performing under-sampling of the majority class (Covid-19 negative 

cases) in the imbalanced dataset. All models in Part 1 and 2 of the study used the same under-

sampled dataset. The sample sizes of the two alternative training datasets were: Portsmouth 

balanced - 4318, Portsmouth imbalanced - 31537. As the sample sizes differ, the imbalanced 

dataset was randomly sampled to the same sample size as the balanced dataset, to ensure that 

training dataset size did not affect the performance of any model. All models in Part 1 and 2 of 

the study used the same randomly sampled dataset. 
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4.2   Part 1: Synthetic tabular data generation 

4.2.1   Models 

Models were implemented in Python v3.6. Python was chosen as it is one of the most well-

equipped programming languages for machine learning, with libraries specialised for large-scale 

data pre-processing, such as NumPy and Pandas, which this study utilised. Python packages 

also enabled efficient implementation of machine learning algorithms; this study used Scikit-

learn, in particular for scaling of data and evaluation metrics. The study also drew on the 

modularisation and object-oriented programming properties of Python. 

 

4.2.1.1   Conditional tabular GAN 

CTGAN was defined in Chapter 2. The generator had two fully connected hidden layers of 

dimension 256 with BN and ReLU activation function applied. Synthetic data was generated 

using different activation functions for different feature types; tanh was used to generate αi 

values representing the value of a feature within a mode while softmax was used to generate βi 

the one hot vector indicating the mode and discrete values di. The latent dimension |z| was 32. 

The structure was:  

1. ℎ0 = 𝐳⨁𝑐𝑜𝑛𝑑 where 𝑧~𝒩(0, 1)  

2. ℎ1 = ℎ0⨁𝑅𝑒𝐿𝑈(𝐵𝑁(𝐹𝐶|𝑐𝑜𝑛𝑑|+|𝐳|→256(ℎ0)))  

3. ℎ2 = ℎ1⨁𝑅𝑒𝐿𝑈(𝐵𝑁(𝐹𝐶|𝑐𝑜𝑛𝑑|+|𝐳|+256→256 (ℎ1)))  

4. �̂�𝑖 = tanh(𝐹𝐶|𝑐𝑜𝑛𝑑|+|𝐳|+512→1(ℎ2)) 

5. �̂�𝑖 = 𝑔𝑢𝑚𝑏𝑒𝑙0.2(𝐹𝐶|𝑐𝑜𝑛𝑑|+|𝐳|+512→𝑚𝑖
(ℎ2)) 

6. �̂�𝑖 = 𝑔𝑢𝑚𝑏𝑒𝑙0.2(𝐹𝐶|𝑐𝑜𝑛𝑑|+|𝐳|+512→|𝐷𝑖|(ℎ2)) 
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where h are hidden layer outputs (Xu et al., 2019). 

 

The discriminator also has two fully connected hidden layers of dimension 256 with leaky 

ReLU function and dropout applied. The structure was:  

1. ℎ0 = 𝐱1⨁…⨁𝐱10⨁𝑐𝑜𝑛𝑑1⨁…⨁𝑐𝑜𝑛𝑑10  

2. ℎ1 = 𝑑𝑟𝑜𝑝𝑜𝑢𝑡(𝑙𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈0.2 (𝐹𝐶10|𝐱|+10|𝑐𝑜𝑛𝑑|→256(ℎ0)))  

3. ℎ2 = 𝑑𝑟𝑜𝑝𝑜𝑢𝑡(𝑙𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈0.2(𝐹𝐶256→256(ℎ1)))  

4. 𝐶(. ) = 𝐹𝐶256→1(ℎ2) 

where h are hidden layer outputs (Xu et al., 2019). 

 

CTGAN is trained with WGAN loss using Adam optimiser with learning rate of 2e-4 and weight 

decay 1e-6, as per Xu et al. (2019). Batch size was 250 datapoints and training proceeded for 300 

epochs. 

 

4.2.1.2   Tabular variational autoencoder 

TVAE was defined in Chapter 2. An encoder architecture consisting of two fully connected 

layers with 128 hidden units with ReLU activation function applied was used. The output of the 

encoder was fed into two fully connected layers to predict the mean 𝜇 and variance 𝜎2 of z. The 

latent dimension was 32. The structure is: 

1. ℎ1 = 𝑅𝑒𝐿𝑈(𝐹𝐶|𝐱|→128(𝐱))  

2. ℎ2 = 𝑅𝑒𝐿𝑈(𝐹𝐶128→128(ℎ1))  

3. 𝜇 = 𝐹𝐶128→32(ℎ2)  
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4. 𝜎2 = exp(
1

2
𝐹𝐶128→32(ℎ2)) 

where h are hidden layer outputs (Xu et al., 2019). 

 

The decoder architecture mirrored the encoder, with two fully connected layers of 128 hidden 

units with ReLU activation function applied. The structure was: 

1. ℎ1 = 𝑅𝑒𝐿𝑈(𝐹𝐶128→128(𝐳))  

2. ℎ2 = 𝑅𝑒𝐿𝑈(𝐹𝐶128→128(ℎ1))  

3. �̅�𝑖 = tanh(𝐹𝐶128→1(ℎ2))  

4. �̂�𝑖~𝒩(�̅�𝑖 , 𝛿𝑖) where δi are network parameters  

5. �̂�𝑖~𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐹𝐶128→𝑚𝑖
(ℎ2)) 

6. �̂�𝑖 ~𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐹𝐶128→|𝐷𝑖|(ℎ2)) 

where h are hidden layer outputs (Xu et al., 2019). 

 

TVAE is trained with ELBO loss using Adam optimiser with learning rate 1e-3 and weight decay 

1e-5, as per Xu et al. (2019). Batch size was 256 datapoints and training proceeded for 300 

epochs. 

 

4.2.1.3   Normalising flows 

For the planar and Sylvester flow, the output of the TVAE encoder network was fed to separate 

linear layers which mapped datapoints to the flow parameters, generating the amortised flow 

parameters; in the case of planar flow, this was u, w and b and, for Sylvester flow, this was Q, 
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b, R and �̃� (Rezende & Mohamed, 2015; van den Berg et al., 2018). For Sylvester flow, the 

number of orthogonal vectors per orthogonal matrix was set to M = 4. 

 

For NICE and RealNVP, the flow parameters were not data dependent. The additive coupling 

layer of NICE used a function m which was a fully connected MLP with 4 hidden layers of 

dimension 80. A scaling layer was used after each coupling layer. Random permutation for 

mixing was used (Dinh et al., 2014). The affine coupling layer of RealNVP used scale and 

translation functions which were both fully connected MLPs with 4 hidden layers of dimension 

80. Alternate checkerboard masking was used (Dinh et al., 2017). 

 

For each flow type, 5 flows were used. 10, 20 and 40 flows were investigated and, while 

performance was maintained, no significant performance improvement was found beyond 5 

flows. 

 

4.2.2   Training 

Each model was trained on the Portsmouth class-balanced and imbalanced datasets as well as a 

real-world dataset with imbalanced classes and a significant amount of missing data (the 

Bedford dataset was chosen for this as it was also an exclusively pandemic dataset so had the 

most similar distribution to the Portsmouth dataset, allowing meaningful comparison of 

performance). Each training dataset was split into training and validation sets with ratio 80:20. 

The same train / validation split (using the same seed) was used for all experiments. After best 

hyperparameter settings were determined on the validation set, the model was trained with the 

entire dataset. The experiments for each model on each dataset were repeated 3 times with 
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different seeds and mean and standard deviations of the metrics over these repeats were 

reported. 

 

Hyperparameters, including CTGAN and TVAE hidden and latent dimensions, learning rate, 

weight decay, batch size, number of epochs, and flow specific parameters, were tuned by grid 

search over defined search spaces specified by the papers which first proposed the models, with 

initial setting to the default configuration in the relevant paper (Xu et al., 2019; Rezende & 

Mohamed, 2015; van den Berg et al., 2018; Dinh et al., 2014; 2017). For detailed description of 

hyperparameter search spaces, see Appendix A. Hyperparameter settings were chosen based on 

best performance across all metrics on the validation set. 

 

All experiments were run on a 3.00 GHz Intel Core i7 CPU with 16.0 GB RAM. 

 

4.2.3   Metrics 

The quality of generated synthetic data was evaluated using three classes of metrics (SDV, 

2021).  

 

Firstly, statistical metrics were used. The two sample Kolmogorov–Smirnov (KS) test was used 

to compare distributions of continuous features; higher values indicated synthetic data more 

closely matched real data (smaller disparity between observed and expected continuous 

distribution functions). The counterpart was the Chi-squared (CS) test, which compared the 
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distribution of discrete features; higher values indicated better synthetic data (higher probability 

of being sampled from the same distribution as the real data). 

 

Secondly, machine learning detection metrics were used. Machine learning classifiers (logistic 

regression and support vector machine (SVC)) were trained to predict real vs synthetic data; the 

metric indicated the difficulty of this task (metric is 1 – AUC of the machine learning classifier). 

Higher values up to 0.5 (equivalent to classification AUC of 0.5) were better as they indicated 

the synthetic data was more indistinguishable from the real data. 

 

Thirdly, machine learning efficacy metrics were used. This involved using the synthetic data as 

the training data for a predictive task and assessing the performance of the trained model on a 

test dataset of real data; the metric is the AUC of the classification model and higher values 

were better. Four types of classifiers were trained – decision tree, AdaBoost, logistic regression 

and MLP - and the average AUC was taken. 

 

4.3   Part 2: Deep learning for prediction on tabular data 

4.3.1   Models 

Models were implemented in Python v3.6, in either the TensorFlow v2.5 / Keras v2.4.3 or 

PyTorch v1.7 libraries (TensorFlow, n.d.; Keras, n.d.; PyTorch, n.d.). Both TensorFlow and 

PyTorch are among the most popular and sophisticated deep learning libraries, enabling 

efficient construction, compilation and training of models on large datasets. The choice of 

library was based on the library used in original implementations of the models by the authors 

who first proposed them, and later existing implementations. Code written specifically for this 
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study used the PyTorch library. Details of model specific pre-processing, architecture, 

hyperparameters, regularisation cocktails used and their hyperparameters are given for each 

model. 

 

NODE used 2 layers, 512 trees per layer, 1024 total trees, tree depth of 6, tree output dimension 

of 3, QHAdam optimiser, learning rate of 1e-3 and batch size of 256 (Popov et al., 2019). 

Regularisation cocktail ingredients included: BN on each layer, dropout of 0.1 in each layer and 

weight decay of 1e-4. Leave-one-out encoding was used for discrete features and quantile 

normal transformation was used for continuous features for stable training and faster 

convergence, similar to in Popov et al. (2019). 

 

Quantum Forest used 1 layer, 1024 total trees, tree depth of 5, QHAdam optimiser, learning rate 

of 1e-3, and batch size of 256 (Chen, 2020). Regularisation cocktail ingredients included: BN on 

each layer, dropout of 0.1 in each layer, weight decay of 1e-8, L1 regularisation of 0.01, gate 

regularisation of 0.1 and Lookahead with k of 5 and slow weights step size of 0.5. Leave-one-

out encoding was used for discrete features and quantile normal transformation was used for 

continuous features, similar to in Chen (2020). 

 

DNDT used one cut point per feature, temperature τ of 0.1, Adam optimiser and learning rate of 

0.1 (Yang et al., 2018). Regularisation cocktail ingredients included: weight decay of 1e-4 and 

Lookahead with k of 5 and slow weights step size of 0.5. As DNDT did not scale well to larger 

numbers of features, separate models were trained on subsets of 7 features resulting in 5 models. 

The final prediction was obtained by majority voting, similar to in Yang et al. (2018). 
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TabNet used 3 decision steps, Nd and Na of 256, γ relaxation factor of 1, λsparse sparsity 

coefficient of 1e-4, momentum 𝑚𝐵 of 0.9, virtual batch size 𝐵 of 32, Adam optimiser, learning 

rate of 1e-3, and batch size of 256 (Arik & Pfister, 2019). Regularisation cocktail ingredients 

included: BN on each layer in feature and attentive transformers, dropout of 0.1 in each layer 

and weight decay of 1e-4. The attentive transformer consisted of one fully connected layer and 

sparsemax function. The feature transformer consisted of two shared and two decision step-

dependent layers, each of which consisted of a fully connected layer and gated linear units 

(GLU) non-linear activation functions connected to a normalised residual connection to stabilise 

variance and learning. No processing is done for continuous features, as per Arik & Pfister 

(2019). 

 

TabTransformer used categorical embedding dimension of 32, 6 layers, 8 attention heads, self-

attention layer dimension of 16, MLP hidden dimension of (4l, 2l) where l is the input size, 

Adam optimiser, learning rate of 1e-3, and batch size of 128 (Huang et al., 2020). Regularisation 

cocktail ingredients included: pre-normalisation on each attention and feedforward layer, 

dropout of 0.1 in each attention and feedforward layer, BN on each MLP layer, dropout of 0.1 in 

each MLP layer, weight decay of 1e-4, SWA with initial learning rate of 1e-2, averaging period 

of 5 epochs, starting at 50 epochs, and Lookahead with k of 5 and slow weights step size of 0.5. 

The feedforward block consisted of two fully connected layers with GLU non-linear activation 

function. The final MLP consisted of two fully connected hidden layers with RELU non-linear 

activation function. Categorical features were label encoded, as per Huang et al. (2020). 
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SAINT used embedding dimension of 32, 6 layers, 8 attention heads, self-attention layer 

dimension of 16, intersample attention layer dimension of 64, MLP hidden dimension of (4l, 2l) 

where l is the input size, Adam optimiser, learning rate of 1e-3, and batch size of 256 (Somepalli 

et al., 2021). Regularisation cocktail ingredients included: pre-normalisation on each attention 

and feedforward layer, dropout of 0.1 in each attention layer, dropout of 0.8 in each feedforward 

layer, BN on each MLP layer, dropout of 0.1 in each MLP layer, weight decay of 1e-4, and 

Lookahead with k of 5 and slow weights step size of 0.5. The feedforward block consisted of 

two fully connected layers with GLU non-linear activation function. The final MLP consisted of 

two fully connected hidden layers with RELU non-linear activation function. Categorical 

features were label encoded, as per Somepalli et al. (2021). 

 

Wide and Deep used categorical embedding dimension of 32, 3 hidden layers and 1024 → 512 

→ 256 hidden units in the deep neural network, Adam optimiser, learning rate of 1e-2, and batch 

size of 128 (Cheng et al., 2016). Regularisation cocktail ingredients included: BN in each deep 

neural network layer, dropout of 0.5 and L2 regularisation of 1e-4 in each layer, BN and L2 

regularisation of 1e-4 in the linear model, SE with initial learning rate of 2e-1, 100 total epochs 

and 5 snapshots, and Lookahead with k of 5 and slow weights step size of 0.5. 

 

DeepFM used categorical embedding dimension of 32, 3 hidden layers and 400 hidden units per 

layer in the deep neural network, Adam optimiser, learning rate of 1e-2, and batch size of 128 

(Guo et al., 2017). Regularisation cocktail ingredients included: BN in each deep neural 

network layer, dropout of 0.5 and L2 regularisation of 1e-4 in each layer, BN and L2 

regularisation of 1e-4 in the linear model, SWA with averaging period of 5 epochs, starting at 10 

epochs, and Lookahead with k of 5 and slow weights step size of 0.5. 
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DCN used categorical embedding dimension of 32, 3 hidden layers and 1024 hidden units per 

layer in the deep neural network, 6 cross layers, Adam optimiser, learning rate of 1e-2, and batch 

size of 128 (Wang et al., 2017). Regularisation cocktail ingredients included: BN in each deep 

neural network layer, dropout of 0.5 and L2 regularisation of 1e-4 in each layer, dropout of 0.1 

and L2 regularisation of 1e-4 in each cross layer, SWA with averaging period of 5 epochs, 

starting at 10 epochs, and Lookahead with k of 5 and slow weights step size of 0.5. 

 

xDeepFM used categorical embedding dimension of 32, 3 hidden layers and 400 hidden units 

per layer in the deep neural network, 3 hidden layers and 100 hidden units per layer in the CIN 

network, Adam optimiser, learning rate of 1e-2, and batch size of 128 (Lian et al., 2018). 

Regularisation cocktail ingredients included: BN in each deep neural network layer, dropout of 

0.5 and L2 regularisation of 1e-4 in each layer, dropout of 0.1 and L2 regularisation of 1e-4 in 

each CIN layer, BN and L2 regularisation of 1e-4 in the linear model, SWA with averaging 

period of 5 epochs, starting at 10 epochs, and Lookahead with k of 5 and slow weights step size 

of 0.5. 

 

PNN used categorical embedding dimension of 32, 3 hidden layers and 400 hidden units per 

layer in the deep neural network, Adam optimiser, learning rate of 1e-2, and batch size of 128 

(Qu et al., 2016). Regularisation cocktail ingredients included: BN in each deep neural network 

layer, dropout of 0.5 and L2 regularisation of 1e-4 in each layer, L2 regularisation of 1e-4 in the 

outer product layer, SE with initial learning rate of 2e-1, 100 total epochs and 5 snapshots, and 

Lookahead with k of 5 and slow weights step size of 0.5. 
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RLN used 4 layers, regularisation coefficients learning rate ν of 1e6, normalisation factor θ of -

10, Adam optimiser, weights learning rate η of 1e-3, and batch size of 128 (Shavitt & Segal, 

2018). Regularisation cocktail ingredients included: SWA with averaging period of 5 epochs, 

starting at 50 epochs. 

 

MLR used 3 layers, 1024 hidden units, 16 permutations, dither of 0.03, Adam optimiser, 

learning rate of 1e-3, and batch size of 128 (Lounici et al., 2021). Regularisation cocktail 

ingredients included: Lookahead with k of 5 and slow weights step size of 0.5. 

 

SNN used 8 hidden layers, 1024 → 512 → 256 hidden units, Adam optimiser, learning rate of 

1e-3, and batch size of 128 (Klambauer et al., 2017). Regularisation cocktail ingredients 

included: dropout of 0.05 in each layer, weight decay of 1e-4, SWA with initial learning rate of 

1e-2, averaging period of 5 epochs, starting at 10 epochs, and Lookahead with k of 5 and slow 

weights step size of 0.5. 

 

4.3.2   Training 

All datasets were processed prior to training. All discrete features were one hot encoded and all 

continuous features were normalised to zero mean and unit variance, unless otherwise stated for 

specific deep learning models in the previous section. 

 

Each model was trained on the Portsmouth class-balanced and imbalanced datasets. Each 

training dataset was split into training, validation and test sets: the dataset was first split into 
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training and test sets with ratio 80:20, and the training set was further split into training and 

validation sets with ratio 80:20. The same train / validation / test splits (using the same seed) 

were used for all experiments. The experiments on each model on each dataset with each 

regularisation status were replicated 3 times using different seeds for the train / validation / test 

split and the mean and standard deviation of the metrics over these repeats were reported. 

 

All models were trained to minimise cross-entropy loss. Hyperparameters, including those for 

regularisation cocktails, stated for each model in the previous section were tuned by grid search 

over defined search spaces specified by the papers which first proposed the models, with initial 

setting to the default configuration in the relevant paper (Popov et al., 2019; Chen, 2020; Yang 

et al., 2018; Arik & Pfister, 2019; Huang et al., 2020; Somepalli et al., 2021; Cheng et al., 2016; 

Guo et al., 2017; Wang et al., 2017; Lian et al., 2018; Qu et al., 2016; Shavitt & Segal, 2018; 

Lounici et al., 2021; Klambauer et al., 2017; Srivastava et al., 2014; Huang et al., 2017; Ioffe & 

Szegedy, 2015; Izmailov et al., 2018; Zhang et al., 2019). For detailed description of 

hyperparameter search spaces, see Appendix A. Hyperparameter settings were chosen based on 

best AUC on the validation set. 

 

Once models were trained, they were evaluated on the Portsmouth test set and 3 external 

validation datasets (Bedford, Oxford and Birmingham) and these performance metrics were 

reported. 

 

All experiments were run on a 3.00 GHz Intel Core i7 CPU with 16.0 GB RAM. 
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4.3.3   Metrics 

To quantify classification performance, area under the ROC curve (AUC) was reported. This is 

a common metric for binary classification problems; higher AUC corresponds to better 

performance (Bradley, 1997). It captures how well classes can be separated by a model and is 

particularly suitable as it is not sensitive to class imbalance (unlike accuracy) so allows fair 

comparison between the performance on class-balanced and imbalanced training datasets. 

Additionally, unlike precision or recall, there is no need to set a threshold. 

 

4.4   Summary 

This chapter detailed the methods of the empirical investigations. Discussion of experimental 

results is presented in the next chapter. 
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Chapter 5: Results 

 

This chapter presents the results of empirical investigations in Part 1 and 2 of the study, in 

Sections 5.1 and 5.2 respectively. 

 

5.1   Part 1: Synthetic tabular data generation 

Tables 3 – 5 gives the results for Part 1 of the study – evaluation of the performance of 

CTGAN, vanilla TVAE and TVAE with four types of normalising flow on a real EHR dataset 

of hospital admissions during the Covid-19 pandemic, in terms of quality of synthetic data 

generated. The results in Table 3 pertain to training of models on a class-balanced dataset, Table 

4 gives the results of training on a class-imbalanced dataset and Table 5 gives the results of 

training on a real-world dataset (Bedford) with class imbalance and missing data. In all cases, 

the degree of imbalance and missing data is given in Chapter 5. 

 

With the exception of planar flows, all other flow types – Sylvester flow, NICE and RealNVP – 

improved generative performance of the vanilla TVAE. On statistical metrics, TVAE with 

normalising flows increased CS test by 1-2% and KS test by up to 1% compared to vanilla 

TVAE, when trained on the balanced Portsmouth dataset (Table 3). On the imbalanced 

Portsmouth dataset, the improvement was 2-3% for CS test and up to 1% for KS test (Table 4), 

while both metrics were equivalent on the real-world Bedford dataset between vanilla TVAE 

and TVAE with normalising flows (Table 5). TVAE with normalising flows increased the 

difficulty of the machine learning task to distinguish between real and synthetic data, as shown 

by higher logistic and SVC detection metrics, compared to the vanilla TVAE. When trained on 



96 

 

the balanced dataset, the increase was 4-7% for logistic and 3-5% for SVC detection; on the 

imbalanced dataset, the increase was 4-6% for logistic and 1-3% for SVC detection; on the real-

world dataset, the increase was 1-3% for logistic and up to 3% for SVC detection. In the case of 

Sylvester flow, NICE and RealNVP, logistic detection was close to 50% indicating that the real 

and synthetic data could not be classified correctly more often than by chance. This suggests 

that normalising flows generates synthetic data which very closely resembles the real data, and 

one can speculate this represents state-of-the-art performance. Similarly, on machine learning 

efficacy metrics, average classifier performance when machine learning classifiers were trained 

with synthetic data was higher for synthetic data generated using TVAE with normalising flows 

than the vanilla TVAE, with improvements in AUC of up to 1% on the balanced dataset, up to 

2% on the imbalanced dataset and 1-2% on the real-world dataset. It is important to note though 

that the machine learning efficacy metrics are constrained by the prediction task and its 

difficulty, so this may have limited the size of the differences. Sylvester flow, NICE and 

RealNVP had comparable performance. Planar flows performed equivalently to the vanilla 

TVAE across most metrics on all datasets. On the balanced dataset, CTGAN had substantially 

worse performance across all metrics than vanilla TVAE and TVAE with normalising flows. As 

CTGAN is considered a state-of-the-art solution for synthetic tabular data generation, this 

further supports the notion that TVAEs with normalising flows advances the current state-of-

the-art, at least on datasets of a similar nature to the EHR datasets used in this study. 

 

CTGAN, vanilla TVAE and TVAE with normalising flows were robust to training on datasets 

with imbalanced classes and missing data (Tables 4 and 5). Comparing performance of models 

trained on the different datasets, the quality of synthetic data as measured by statistical and 

machine learning detection metrics did not appear to be negatively impacted by imbalanced or 

missing data. The only metric that was substantially lower was machine learning efficacy 

(training on imbalanced data resulted in 15% reduction in AUC) but this is likely dictated by the 



97 

 

prediction task itself and its increased difficulty when data is imbalanced and there are fewer 

training opportunities for the minority class. Interestingly, CTGAN demonstrated the best 

machine learning efficacy of all models when trained on an imbalanced dataset. 

 

Table 3. Generative performance of CTGAN and TVAE with and without normalising flows 

trained on class-balanced Portsmouth dataset. 

 

vanilla 

TVAE 

TVAE + 

Planar flow 

TVAE + 

Sylvester 

flow 

TVAE + 

NICE 

TVAE + 

Real NVP CTGAN 

CS test mean ± std 
0.9587 ± 

0.0193 

0.9559 ± 

0.0154 

0.9701 ± 

0.0164 

0.9682 ± 

0.0244 

0.9605 ± 

0.0128 

0.8566 ± 

0.0671 

KS test mean ± std 
0.8630 ± 

0.0019 

0.8596 ± 

0.0025 

0.8732 ± 

0.0039 

0.8750 ± 

0.0039 

0.8716 ± 

0.0059 

0.7816 ± 

0.0268 

LR detection mean ± std 
0.4490 ± 

0.0127 

0.4487 ± 

0.0332 

0.5191 ± 

0.0386 

0.4903 ± 

0.0096 

0.4906 ± 

0.0082 

0.135 ± 

0.0426 

SVC detection mean ± std 
0.1777 ± 

0.0188 

0.1438 ± 

0.0168 

0.2300 ± 

0.0355 

0.2235 ± 

0.0341 

0.2085 ± 

0.0265 

0.0287 ± 

0.0127 

Average classifier mean ± std 
0.7674 ± 

0.0092 

0.7706 ± 

0.0031 

0.7682 ± 

0.0019 

0.7670 ± 

0.0072 

0.7718 ± 

0.0019 

0.7426 ± 

0.0081 

DT classifier mean ± std 
0.7110 ± 

0.0080 

0.7204 ± 

0.0024 

0.7269 ± 

0.0138 

0.7235 ± 

0.0130 

0.7282 ± 

0.0120 

0.6950 ± 

0.0324 

AdaBoost classifier mean ± 

std 

0.7825 ± 

0.0142 

0.7855 ± 

0.0029 

0.7804 ± 

0.0037 

0.7778 ± 

0.0049 

0.7810 ± 

0.0040 

0.7604 ± 

0.0139 

LR classifier mean ± std 
0.7849 ± 

0.0091 

0.7859 ± 

0.0055 

0.7788 ± 

0.0028 

0.7825 ± 

0.0090 

0.7857 ± 

0.0035 

0.7566 ± 

0.0115 

MLP classifier mean ± std 
0.7912 ± 

0.0075 

0.7908 ± 

0.0053 

0.7867 ± 

0.0045 

0.7844 ± 

0.0089 

0.7922 ± 

0.0068 

0.7586 ± 

0.0046 

*Best performances on each metric are in bold. CS test: Chi-squared test; KS test: Kolmogorov–Smirnov 

test; SVC: support vector machine classifier; DT: decision tree; LR: logistic regression; MLP: multi-layer 

perceptron; std: standard deviation. 
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Table 4. Generative performance of CTGAN and TVAE with and without normalising flows 

trained on class-imbalanced Portsmouth dataset. 

 

vanilla 

TVAE 

TVAE + 

Planar flow 

TVAE + 

Sylvester 

flow 

TVAE + 

NICE 

TVAE + 

Real NVP CTGAN 

CS test mean ± std 
0.9357 ± 

0.0171 

0.9542 ± 

0.0086 

0.9537 ± 

0.0083 

0.9554 ± 

0.0067 

0.9679 ± 

0.0157 

0.6671 ± 

0.0459 

KS test mean ± std 
0.8695 ± 

0.0024 

0.8615 ± 

0.0026 

0.8740 ± 

0.0089 

0.8696 ± 

0.0056 

0.8726 ± 

0.0129 

0.7673 ± 

0.0289 

LR detection mean ± std 
0.4491 ± 

0.0282 

0.4394 ± 

0.0128 

0.4845 ± 

0.0236 

0.4939 ± 

0.0176 

0.5059 ± 

0.0541 

0.0778 ± 

0.0272 

SVC detection mean ± std 
0.2355 ± 

0.0407 

0.1962 ± 

0.0163 

0.2517 ± 

0.0208 

0.2654 ± 

0.0100 

0.2448 ± 

0.0265 

0.0194 ± 

0.0098 

Average classifier mean ± std 
0.6233 ± 

0.0150 

0.6144 ± 

0.0244 

0.6431 ± 

0.0196 

0.6262 ± 

0.0304 

0.6394 ± 

0.0136 

0.6586 ± 

0.0283 

DT classifier mean ± std 
0.6127 ± 

0.0061 

0.5878 ± 

0.0192 

0.6228 ± 

0.0323 

0.6051 ± 

0.0177 

0.6061 ± 

0.0167 

0.5829 ± 

0.0260 

AdaBoost classifier mean ± 

std 

0.5836 ± 

0.0110 

0.5807 ± 

0.0263 

0.5892 ± 

0.0252 

0.6063 ± 

0.0372 

0.6053 ± 

0.0207 

0.6592 ± 

0.0386 

LR classifier mean ± std 
0.7119 ± 

0.0199 

0.6813 ± 

0.0279 

0.7221 ± 

0.0097 

0.6958 ± 

0.0435 

0.7221 ± 

0.0319 

0.7330 ± 

0.0084 

MLP classifier mean ± std 
0.5850 ± 

0.0334 

0.6079 ± 

0.0393 

0.6382 ± 

0.0313 

0.5976 ± 

0.0366 

0.6243 ± 

0.0211 

0.6594 ± 

0.0552 

*Best performances on each metric are in bold. CS test: Chi-squared test; KS test: Kolmogorov–Smirnov 

test; SVC: support vector machine classifier; DT: decision tree; LR: logistic regression; MLP: multi-layer 

perceptron; std: standard deviation. 

 

Table 5. Generative performance of CTGAN and TVAE with and without normalising flows 

trained on real-world Bedford dataset with class imbalanced and missing data. 

 

vanilla 

TVAE 

TVAE + 

Planar flow 

TVAE + 

Sylvester 

flow 

TVAE + 

NICE 

TVAE + 

Real NVP CTGAN 
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CS test mean ± std 
0.9817 ± 

0.0130 

0.9839 ± 

0.0036 

0.9865 ± 

0.0102 

0.9823 ± 

0.0104 

0.9865 ± 

0.0113 

0.9067 ± 

0.0622 

KS test mean ± std 
0.8948 ± 

0.0057 

0.8765 ± 

0.0066 

0.8895 ± 

0.0040 

0.8917 ± 

0.0044 

0.8866 ± 

0.0060 

0.7334 ± 

0.0030 

LR detection mean ± std 
0.4830 ± 

0.0390 

0.4239 ± 

0.0111 

0.5059 ± 

0.0410 

0.4938 ± 

0.0057 

0.5167 ± 

0.0274 

0.0295 ± 

0.0111 

SVC detection mean ± std 
0.2981 ± 

0.0176 

0.1960 ± 

0.0185 

0.2904 ± 

0.0318 

0.3008 ± 

0.0033 

0.3248 ± 

0.0081 

0.0093 ± 

0.0037 

Average classifier mean ± std 
0.7187 ± 

0.0264 

0.7174 ± 

0.0052 

0.7371 ± 

0.0187 

0.7291 ± 

0.0094 

0.7279 ± 

0.0091 

0.5165 ± 

0.0266 

DT classifier mean ± std 
0.6714 ± 

0.0334 

0.6740 ± 

0.0267 

0.7193 ± 

0.0218 

0.6888 ± 

0.0073 

0.6882 ± 

0.0196 

0.4998 ± 

0.0394 

AdaBoost classifier mean ± 

std 

0.7060 ± 

0.0052 

0.6971 ± 

0.0250 

0.7154 ± 

0.0151 

0.6931 ± 

0.0126 

0.6876 ± 

0.0185 

0.4973 ± 

0.0033 

LR classifier mean ± std 
0.7812 ± 

0.0281 

0.7758 ± 

0.0084 

0.7962 ± 

0.0206 

0.8046 ± 

0.0136 

0.8063 ± 

0.0080 

0.5620 ± 

0.0646 

MLP classifier mean ± std 
0.7162 ± 

0.0424 

0.7227 ± 

0.0156 

0.7174 ± 

0.0214 

0.7301 ± 

0.0075 

0.7297 ± 

0.0106 

0.5067 ± 

0.0112 

*Best performances on each metric are in bold. CS test: Chi-squared test; KS test: Kolmogorov–Smirnov 

test; SVC: support vector machine classifier; DT: decision tree; LR: logistic regression; MLP: multi-layer 

perceptron; std: standard deviation. 

 

5.2   Part 2: Deep learning for prediction on tabular data 

Tables 6 – 7 gives the results for Part 2 of the study – evaluation of the performance of 14 state-

of-the-art deep learning models with and without regularisation cocktails on real EHR datasets 

of hospital admissions during the Covid-19 pandemic, in the task of predicting Covid-19 

infection status. The results in Table 6 pertain to training of models on a class-balanced dataset 

while Table 7 gives the results of training on a class-imbalanced dataset. All trained models 
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were evaluated on 3 real-world external validation datasets, with class imbalance and missing 

data. In all cases, the degree of imbalance and missing data is given in Chapter 5. 

 

When trained on the class-balanced dataset, all models performed reasonably with AUC > 0.7 

(Table 6). Feature interaction-based models consistently yielded the best performances with 

AUC > 0.8 in almost all cases on all datasets. Best performances in this class of models were 

achieved by Wide and Deep and PNN, which both achieved AUC of 0.84 – 0.90 on all test and 

external validation datasets. These performances match and surpass that of state-of-the-art 

XGBoost models (previously investigated by other members of the research group), which 

achieve AUC of 0.85 – 0.88 in the same task. It also surpasses performance of simple MLPs 

(also previously investigated), which achieve AUC of around 0.75 in the same task. This 

suggests that relatively simple models which robustly encode feature interactions and are 

ensembled are most promising. Of other classes of models, SAINT also performed particularly 

well, achieving AUC of 0.83 – 0.88, suggesting that self and intersample attention is valuable. 

 

Regularisation cocktails almost universally improved performance of the 14 models trained on 

the class-balanced dataset (Table 6). Larger performance improvements were particularly seen 

on the 3 external validation datasets, supporting the hypothesis that regularisation cocktails 

improve the generalisation capacity of specialised architectures. For example, differentiable 

tree-based models with regularisation cocktails outperformed base models specifically on 

external validation datasets. AUC of NODE was increased by up to 4%, Quantum Forest by 1% 

and DNDT by 1-3%. For attention-based models, regularisation cocktails resulted in substantial 

improvement to TabNet performance with ≥10% increase in AUC on each test set. The 

performance improvement for TabTransformer was small but for SAINT, there was a 1-8% 

increase in AUC on each test set. Of the feature interaction-based models, regularisation 
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cocktails improved performance of all models on all datasets, with AUC improvements of 3 – 

4% in general but ranging from 1 – 6%. The performance of some models such as Wide and 

Deep, PNN and SAINT with regularisation cocktails matches and exceeds the performance of 

XGBoost as already mentioned; however, these models without regularisation cocktails do not, 

hence one can speculate that the addition of regularisation cocktails advances the state-of-the-art 

performance of deep learning models for predictive tasks on tabular data. In contrast, addition of 

regularisation cocktails made little difference to the performance of regularisation-based 

architectures: differences in AUC were <1% for RLN and MLR, although for SNN, 

performance improvements of 1 – 3% were achieved. 

 

The performance of models trained on a balanced dataset were reasonably robust when applied 

to real-world imbalanced datasets with missing data (Table 6). Performance was generally lower 

on external validation datasets with imbalanced classes and missing data, compared to the test 

set held out from the training set which was balanced and had no missing data, but AUC 

differences were < 0.1 in models, with and without regularisation cocktails. 

 

Table 6. Predictive performance of 14 specialised deep learning architectures trained on class-

balanced Portsmouth dataset with and without regularisation cocktails. 

 

Portsmouth mean 

± std 

Bedford mean ± 

std 

Oxford mean ± 

std 

Birmingham 

mean ± std 

NODE reg 0.7363 ± 0.0105 0.778 ± 0.0167 0.7531 ± 0.0038 0.7014 ± 0.0025 

NODE no reg 0.7966 ± 0.0017 0.7397 ± 0.0114 0.718 ± 0.0042 0.7108 ± 0.0026 

Quantum Forest reg 0.7724 ± 0.0081 0.7173 ± 0.0083 0.7317 ± 0.0015 0.7353 ± 0.0127 

Quantum Forest no reg 0.7881 ± 0.004 0.7045 ± 0.0028 0.7295 ± 0.0024 0.7209 ± 0.001 
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DNDT reg 0.699 ± 0.0644 0.6737 ± 0.0699 0.6948 ± 0.0348 0.711 ± 0.0345 

DNDT no reg 0.671 ± 0.0603 0.6471 ± 0.0784 0.6623 ± 0.0579 0.7031 ± 0.0326 

TabNet reg 0.7603 ± 0.0116 0.77 ± 0.0087 0.728 ± 0.0128 0.7597 ± 0.0091 

TabNet no reg 0.6379 ± 0.0243 0.6375 ± 0.0196 0.6392 ± 0.0077 0.6563 ± 0.0103 

TabTransformer reg 0.8114 ± 0.0013 0.8165 ± 0.0171 0.7833 ± 0.0027 0.7985 ± 0.0034 

TabTransformer no 

reg 
0.8054 ± 0.0038 0.8287 ± 0.0041 0.7808 ± 0.0035 0.7935 ± 0.0072 

SAINT reg 0.8873 ± 0.0181 0.8810 ± 0.0257 0.8397 ± 0.0055 0.8463 ± 0.0242 

SAINT no reg 0.8033 ± 0.1457 0.8713 ± 0.0305 0.7893 ± 0.0265 0.775 ± 0.0459 

Wide Deep reg 0.8787 ± 0.0116 0.8990 ± 0.0067 0.8451 ± 0.0102 0.8540 ± 0.0160 

Wide Deep no reg 0.8677 ± 0.0069 0.8609 ± 0.0053 0.8119 ± 0.0018 0.7991 ± 0.0173 

DeepFM reg 0.8894 ± 0.0012 0.8977 ± 0.0081 0.8539 ± 0.0040 0.8178 ± 0.0271 

DeepFM no reg 0.8673 ± 0.0052 0.8549 ± 0.0081 0.8055 ± 0.014 0.7889 ± 0.0168 

DCN reg 0.8921 ± 0.0027 0.8958 ± 0.0055 0.8547 ± 0.0017 0.8386 ± 0.0315 

DCN no reg 0.8664 ± 0.0012 0.8584 ± 0.0032 0.815 ± 0.001 0.8089 ± 0.0194 

xDeepFM reg 0.8928 ± 0.0026 0.8945 ± 0.0062 0.8579 ± 0.0031 0.8274 ± 0.0118 

xDeepFM no reg 0.8685 ± 0.0059 0.8562 ± 0.0065 0.8145 ± 0.0079 0.8149 ± 0.0201 

PNN reg 0.8777 ± 0.0021 0.8980 ± 0.0087 0.8533 ± 0.0024 0.8458 ± 0.0145 

PNN no reg 0.8437 ± 0.038 0.8478 ± 0.0425 0.8029 ± 0.0335 0.819 ± 0.0407 

RLN reg 0.8189 ± 0.0040 0.7103 ± 0.0070 0.7626 ± 0.0046 0.7242 ± 0.0094 

RLN no reg 0.8191 ± 0.0113 0.7096 ± 0.0107 0.7508 ± 0.0108 0.7258 ± 0.0044 
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MLR reg 0.8105 ± 0.0103 0.7064 ± 0.0114 0.7688 ± 0.0027 0.7448 ± 0.0057 

MLR no reg 0.8096 ± 0.0061 0.7112 ± 0.0107 0.7666 ± 0.0069 0.7426 ± 0.0081 

SNN reg 0.7959 ± 0.0253 0.7140 ± 0.0027 0.7610 ± 0.0095 0.7458 ± 0.0142 

SNN no reg 0.7861 ± 0.0342 0.683 ± 0.0113 0.737 ± 0.0081 0.7304 ± 0.0086 

*Best-performing models are in bold. reg: with regularisation cocktail; no reg: without regularisation 

cocktail; std: standard deviation. 

 

For the majority of models, training on an imbalanced dataset degraded performance, 

suggesting they are not robust to imbalanced training data, although the best-performing models 

were (Table 7). For differentiable tree-based models, significantly lower performance was 

observed. In some cases, learning was obviated altogether resulting in AUC near 0.5, but it was 

still possible to achieve AUC of 0.65 – 0.75 on NODE (representing a 0.05 – 0.1 decrease). A 

similar picture was seen with attention-based models, in particular TabNet. TabTransformer can 

achieve an intermediate level of performance with AUC 0.65 – 0.7 (representing a 0.15 

decrease), but SAINT appears to be more robust to training on imbalanced data, with the model 

having equivalent performance (AUC 0.85 – 0.9) to that trained on balanced data. Feature 

interaction-based models were also relatively robust to imbalanced data; modest declines in 

AUC of 0.03 – 0.05 in general and up to 0.1 were observed. Finally, a significant decrease in 

performance was seen with regularisation-based architectures, with typical declines in AUC of 

0.15 – 0.2 for RLN and MLR and 0.1 for SNN. 

 

Regularisation cocktails also improved performance in the setting of imbalanced training data 

(Table 7). Moreover, performance improvements conferred by addition of regularisation 

cocktails tended to be larger when models were trained on imbalanced data compared to 

balanced data. This can be seen more clearly in the models that are more robust to imbalanced 
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data. For SAINT, regularisation cocktails led to improvements in AUC of around 5%. For 

feature interaction-based models, regularisation cocktails led to 5-10% increases in AUC in 

general which was higher than the 3 – 4% increase when training with balanced data. 

Regularisation cocktails also resulted in a more noticeable performance improvement in 

regularisation-based architectures when training on imbalanced compared to balanced data: 

there was an increase in AUC of up to 3% for RLN and 2-3% for MLR. For the models which 

lack robustness to imbalanced data, regularisation cocktails can be a mechanism of increasing 

robustness. For example, for NODE and TabTransformer, the addition of cocktails promoted 

effective learning, with AUC improvements of 15-25%. However, this effect was not consistent, 

as shown by the results of Quantum Forest, DNDT and TabNet. 

 

Performance was similar on external validation datasets with imbalanced classes and missing 

data, compared to the test set held out from the training set which was imbalanced but had no 

missing data, with decline in performance < 0.05 in the vast majority of models, with and 

without regularisation cocktails (Table 7). This suggests the robustness of models when applied 

to missing data was good. 

 

Table 7. Predictive performance of 14 specialised deep learning architectures trained on class-

imbalanced Portsmouth dataset with and without regularisation cocktails. 

 

Portsmouth mean 

± std 

Bedford mean ± 

std 

Oxford mean ± 

std 

Birmingham 

mean ± std 

NODE reg 0.7424 ± 0.0025 0.6506 ± 0.0022 0.702 ± 0.0047 0.7053 ± 0.0036 

NODE no reg 0.5 ± 0 0.5 ± 0 0.5 ± 0 0.5 ± 0 

Quantum Forest reg 0.5 ± 0 0.5 ± 0 0.5 ± 0 0.5 ± 0 
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Quantum Forest no reg 0.5 ± 0 0.5 ± 0 0.5 ± 0 0.5 ± 0 

DNDT reg 0.5119 ± 0.0153 0.5093 ± 0.014 0.5144 ± 0.0198 0.5202 ± 0.0314 

DNDT no reg 0.5002 ± 0.0153 0.5166 ± 0.0148 0.5344 ± 0.0189 0.5644 ± 0.0316 

TabNet reg 0.5641 ± 0.0075 0.5257 ± 0.005 0.5455 ± 0.012 0.5336 ± 0.0117 

TabNet no reg 0.5153 ± 0.0127 0.5471 ± 0.0198 0.5527 ± 0.0119 0.5541 ± 0.012 

TabTransformer reg 0.6698 ± 0.0146 0.675 ± 0.0479 0.6552 ± 0.0269 0.6529 ± 0.0579 

TabTransformer no reg 0.5 ± 0 0.5 ± 0 0.5 ± 0 0.5 ± 0 

SAINT reg 0.854 ± 0.0421 0.897 ± 0.0079 0.8593 ± 0.0133 0.8697 ± 0.0116 

SAINT no reg 0.843 ± 0.03 0.8523 ± 0.02 0.804 ± 0.0578 0.7967 ± 0.0627 

Wide Deep reg 0.8258 ± 0.0194 0.8678 ± 0.0056 0.8159 ± 0.0067 0.8422 ± 0.0352 

Wide Deep no reg 0.8148 ± 0.0083 0.8233 ± 0.0132 0.7697 ± 0.0163 0.7966 ± 0.0173 

DeepFM reg 0.8459 ± 0.0057 0.8700 ± 0.0157 0.8252 ± 0.0029 0.8702 ± 0.0168 

DeepFM no reg 0.8018 ± 0.0103 0.8249 ± 0.0041 0.7682 ± 0.01 0.7739 ± 0.0021 

DCN reg 0.8489 ± 0.0091 0.8769 ± 0.0088 0.8258 ± 0.0053 0.8917 ± 0.0074 

DCN no reg 0.7909 ± 0.0167 0.8182 ± 0.0168 0.7501 ± 0.0164 0.7917 ± 0.0218 

xDeepFM reg 0.8403 ± 0.0146 0.8875 ± 0.0081 0.8271 ± 0.0019 0.8800 ± 0.0199 

xDeepFM no reg 0.8004 ± 0.0082 0.8137 ± 0.017 0.7475 ± 0.0244 0.7949 ± 0.0182 

PNN reg 0.8448 ± 0.0022 0.8673 ± 0.0215 0.8287 ± 0.0147 0.8859 ± 0.0158 

PNN no reg 0.8082 ± 0.0211 0.845 ± 0.0499 0.7844 ± 0.019 0.8587 ± 0.0361 

RLN reg 0.6041 ± 0.0352 0.5681 ± 0.0299 0.6089 ± 0.0249 0.5906 ± 0.0351 
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RLN no reg 0.6013 ± 0.0264 0.5445 ± 0.0166 0.594 ± 0.0282 0.5606 ± 0.02 

MLR reg 0.6216 ± 0.0466 0.5506 ± 0.0177 0.5714 ± 0.0215 0.59 ± 0.0221 

MLR no reg 0.5982 ± 0.0739 0.5331 ± 0.0275 0.5526 ± 0.0298 0.5639 ± 0.0417 

SNN reg 0.6903 ± 0.0131 0.6128 ± 0.0118 0.6462 ± 0.0042 0.6367 ± 0.0092 

SNN no reg 0.6633 ± 0.0032 0.6211 ± 0.0227 0.6484 ± 0.0104 0.6373 ± 0.0299 

*Best-performing models are in bold. reg: with regularisation cocktail; no reg: without regularisation 

cocktail; std: standard deviation. 

 

The frequencies of use of individual regularisation techniques over the 14 models are shown in 

Figure 12. This is calculated by considering the best-performing regularisation cocktail 

configuration for each model and counting the number of times each regularisation method was 

used within the 14 cocktails. As can be seen weight decay, dropout, BN and Lookahead were 

the most frequently used. 
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Figure 12. Frequency of use of individual regularisation cocktail ingredients. 

 

5.3   Summary 

This chapter detailed the individual results of experiments. Discussion of findings, assessment 

of the overall approach and joining concepts is presented in the next chapter. 
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Chapter 6: Discussion 

 

This chapter discusses the findings of the study in relation to the original research aims and 

objectives detailed in Chapter 1, and reflects on the overall effectiveness of the approach: 

Sections 6.1 and 6.2 presents these for Part 1 and 2 of the study, respectively. Following this, 

limitations of the study are given in Section 6.3. 

 

The results of the study addresses the research aims and objectives. The study has demonstrated 

a new state-of-the-art performance for synthetic tabular data generation, using TVAE with 

normalising flows. To the best of my knowledge, this is the first work to apply normalising 

flows to VAEs on tabular data. It has shown that state-of-the-art deep generative models are 

robust when applied to real-world datasets with imbalanced and missing data, highlighting their 

potential for the healthcare sector. The study has demonstrated that a handful of specialised 

deep learning models developed for predictive tasks on tabular data can equal and surpass the 

performance of state-of-the-art GBDT methods, thus allowing machine learning practitioners to 

maintain high performance while also leveraging the benefits of deep learning, primarily online 

learning and integration into multi-modal pipelines. This is especially important in the 

healthcare sector, where there is continuous collection of multi-modal data in the course of 

patient care. The study has shown that this high performance is in part due to regularisation 

cocktails which almost universally improves performance of all families of specialised models, 

and represents an advance to the state-of-the-art performance of deep learning for predictive 

tasks on tabular data. To the best of my knowledge, this is the first work to combine 

regularisation cocktails and specialised deep learning models for tabular data. However, training 

on imbalanced datasets substantially degrades performance, highlighting the need for caution in 
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selection and construction of training datasets in sectors such as healthcare where real-world 

data is often imperfect. Nevertheless, regularisation cocktails can still improve performance in 

these settings. Finally, the study has shown that models are generally robust to application on 

datasets with significant imbalance and missing data, suggesting practical use of well-trained 

models in real-world domains such as healthcare. 

 

6.1   Part 1: Synthetic tabular data generation 

TVAE outperformed CTGAN when trained on all datasets. This finding is consistent with Xu et 

al. (2019), where the authors found that TVAE outperforms CTGAN in the majority of cases. It 

can be postulated that this is because VAEs directly use data in the generative network whereas 

the generator of CTGAN does not use data but rather gradients flowing through the 

discriminator. Additionally, the discriminator and generator in a GAN are updated alternately 

and must be well synchronised in terms of number of updates in each, to avoid overfitting or 

mode collapse (Goodfellow et al., 2014). Although the performance of TVAE is superior, this 

does not mean that it should be the favoured solution in all circumstances. As the generator in 

GANs does not directly use data during training, data is not copied into the generator’s 

parameters which has privacy benefits (Xu et al., 2019). Privacy metrics were not reported in 

this study, as the data was fully anonymised, but this is not always the case especially in the 

healthcare sector, where anonymisation can be expensive and time consuming. Another 

advantage of GANs is that inference and Monte Carlo Markov chain is not needed, and a wide 

variety of distributions can be modelled including sharp distributions, in contrast to Monte 

Carlo Markov chain-based inference methods which require blurry distributions for chains to 

mix between modes (Goodfellow et al., 2014). 
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With the exception of planar flows, TVAE with normalising flows outperformed the vanilla 

TVAE. Sylvester flows represent a generalisation of planar flows which uses a larger bottleneck 

and thus a single transformation becomes much more flexible in producing a complex 

distribution, allowing the approximate posterior to be richer, thus improving generative 

performance (van den Berg et al., 2018). Fewer transformations are required relative to planar 

flows; 5 flows were used in this study and found to work well. However, the drawback of using 

Sylvester flow is that it has the largest number of parameters and was slowest to train: the 

additional computational memory and time requirements may pose a barrier to scalability. NICE 

also performed well, which may in part owe to its additive coupling transformation being 

numerically stable as the transformation is piece-wise linear with a coupling function m that is a 

neural network (Dinh et al., 2014). RealNVP may have performed equally well due to affine 

coupling having the capacity to generate more complex distributions than additive coupling, 

thereby allowing the approximate posterior to be more expressive (Dinh et al., 2017). However, 

for both NICE and RealNVP, a subset of the latent variables remain unchanged in each 

transformation so more transformations are needed to allow all dimensions to influence one 

another. Nevertheless, 5 flows were used in this study and found to work well. Planar flows had 

comparable performance to vanilla TVAE in the majority of cases. It can be hypothesised that 

this might be due to the simplicity of the transformation. The planar flow transformation is a 

single unit MLP, hence it imposes a narrow bottleneck allowing distributions to change in one 

direction at a time only. It is noted by the authors of Rezende & Mohamed (2015) and van den 

Berg et al. (2018) that, because of this bottleneck, many transformations are required to attain a 

rich and flexible distribution, especially for high-dimensional latent spaces. However, 10, 20 

and 40 flows were experimented with in this study and, while performance was maintained, no 

significant improvement was found; this might be because a large number of flows makes the 

inference network deep and difficult to train (van den Berg et al., 2018). 
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All generative models were robust to training on imbalanced and missing data. This supports the 

claims of Xu et al. (2019). One of the aims of CTGAN is to better handle discrete features with 

imbalanced classes, and this is achieved by introducing a conditional generator and training by 

sampling; the ablation study in Xu et al. (2019) showed these two design elements were critical 

for imbalanced datasets. The results of this study are in line with that, and this study 

additionally demonstrates robustness when training on datasets with missing data, which was 

not previously investigated. 

 

Performance comparison with existing work: It is difficult to compare the model performances 

achieved in this study with the performance reported by Xu et al. (2019), as the authors only 

report machine learning efficacy for real datasets, and they give accuracy and F1 score for these, 

while this study used AUC in order to maintain consistency with Part 2 of the study. However, 

statistical and machine learning detection metrics in this study were objectively high and close 

to the maximum value for TVAE with Sylvester, NICE and RealNVP flow. The machine 

learning efficacy metrics achieved were comparable with intermediate performances in Part 2 of 

the study, and given the simplicity of the classifiers used, this is likely to be close to the best 

performance that can be attained on the dataset. 

 

6.2   Part 2: Deep learning for prediction on tabular data 

Feature interaction-based models performed strongest. One reason for this may be because they 

take into account the interactions between variables and in particular categorical variables such 

as gender and ethnicity which affect a number of blood parameters (e.g. haemoglobin). 

However, it also demonstrates that simple models ensembled are effective in elevating 

performance. Another key reason for superior performance may be that these models capture 
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high-order feature interactions, which allow better generalisation. One of the best-performing 

models, PNN, predominantly captures high-order interactions, and the core idea of xDeepFM is 

to capture explicit and implicit high-order interactions (Qu et al., 2016; Lian et al., 2018), while 

others such as Wide and Deep and DeepFM combine both high- and low-order interactions 

(Cheng et al., 2016; Guo et al., 2017). Of note is that many of the feature interaction-based 

models are designed for sparse and high-dimensional inputs which is not the case in this dataset, 

however they have been shown to work equally well on dense data: the original DCN paper 

demonstrated that it performs well on a range of sparse and dense datasets (Wang et al., 2017). 

There are disadvantages associated with these models. Wide and Deep relies on exhaustive 

searching of cross features for the linear component (Cheng et al., 2016), which in this dataset 

was not laborious due to few categorical features but could be an inefficiency with other 

datasets. The CIN of xDeepFM has high time complexity so might not be scalable to 

applications in industry (Lian et al., 2018). The inner product operation of PNNs also has high 

computational complexity (Qu et al., 2016). 

 

SAINT was also among the best-performing models, and TabTransformer, while having lower 

performance than SAINT and the feature interaction-based models, was the highest performing 

of the remaining models. The reason for the high performance of SAINT is probably twofold. 

The first is that SAINT embeds all features – continuous and discrete – compared to 

TabTransformer which only embeds discrete features (Somepalli et al., 2021). Given that the 

majority of features in the dataset used in this study are continuous, this may have boosted 

performance of models. The second is that it uses intersample attention which improves 

performance when smaller sample sizes coexist with larger numbers of features (Somepalli et 

al., 2021), which is the case in the training datasets in this study. Somepalli et al. (2021) 

demonstrate that few datapoints receive attention; it is only those that are difficult to classify 

without comparison to other samples. However, as a classification task becomes more difficult 
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i.e. the classes are less separable, the intersample attention layer becomes less sparse, which 

may well be the case in this study as diagnosing Covid-19 infection on vital signs and blood 

tests is an inherently difficult task. The performance of TabTransformer was worse than SAINT 

likely because continuous features bypass the self-attention block, such that relationships 

between discrete and continuous features are lost and do not contribute to prediction (Huang et 

al., 2020; Somepalli et al., 2021). 

 

Other models performed less well. NODE and Quantum Forest use differentiable trees, losing 

the automatic feature selection that GBDT benefits from, which may be the reason for lower 

performance (Popov et al., 2019; Chen, 2020). DNDT was the worst-performing model, and the 

only model with AUC < 0.7 when trained on balanced data. The reason for this is likely to be 

the key drawback in the design of DNDT which is that, due to the use of the Kronecker product, 

it does not scale well to larger numbers of features (Yang et al., 2018). In this study, the issue 

was addressed using the same method as suggested by Yang et al. (2018), that is training 

multiple models on subsets of features and then combining their predictions by majority voting. 

However, predictive performance is likely to have been lowered by relationships between 

features in different subsets being lost. These models also lose interpretability. An alternative 

mechanism to scale DNDT to larger numbers of features, which might be explored in future 

work, is to make use of the sparsity of the final binning which leads to a much smaller number 

of non-empty leaves than total leaves (Yang et al., 2018). 

 

TabNet performed better in general than differential tree-based models. This may be because it 

has a robust selection process for salient features (Arik & Pfister, 2019): this is of paramount 

importance especially on datasets of small size such as the training datasets in this study. The 

sparse feature selection of TabNet also ensures the correct inductive bias for this particular 
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Covid-19 prediction task as the majority of features are redundant: only a small subset of 

features e.g. oxygen saturation, respiratory rate and some haematological investigations within 

the full blood count are important in distinguishing Covid-19 infection. This characteristic of 

high redundancy is also the case in many EHR datasets so TabNet has potentially wide 

applicability. Additionally, in this task, instance-wise feature selection is beneficial as the most 

critical features can differ for different patients, depending on their age and gender. For 

example, kidney function tests such as creatinine and eGFR in older patients might not be 

particularly informative as kidney function naturally declines with age, whereas in a younger 

patient it is more likely to be a result of Covid-19 infection. However, one explanation for 

TabNet having only an intermediate level of performance is that the dataset does not have a very 

large number of features so sparse selection might result in a degree of underfitting. RLN also 

had an intermediate level of performance. The reason it performs well may be for the same 

reasons as TabNet, which is that it is adapted to perform on datasets with features that are 

highly variable in relative importance (Shavitt & Segal, 2018). However, sparse feature 

selection might hinder learning of highly expressive models, just as is the case with TabNet. 

 

Regularisation cocktails improved performance of deep learning predictive models almost 

universally. This is due to prevention of overfitting which improves generalisation performance, 

hence the performance improvements are greater on the 3 external validation datasets. Dropout 

reduces overfitting and improves generalisation as it prevents co-adaptations of units in neural 

networks (Srivastava et al., 2014). SE improves generalisation by combining multiple neural 

networks corresponding to different local minima captured during the course of optimisation 

(Huang et al., 2017). BN aids generalisation as datapoints are seen in conjunction with others in 

the batch (Ioffe & Szegedy, 2015). SWA finds wider optimal solutions and converges in the 

centre of optimal regions so are more robust to differences between the training and test sets, 
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resulting in better generalisation (Izmailov et al., 2018). Finally, Lookahead improves 

generalisation by performing weight averaging during training (Zhang et al., 2019). 

 

The power of regularisation cocktails to improve performance found in this study complements 

existing work in the literature which have studied the potential of combining techniques, albeit 

on a smaller scale. It was suggested by Ioffe & Szegedy (2015) that because BN and dropout 

achieves similar goals, BN can reduce the need for and strength of dropout and thus speed up 

training while maintaining generalisation performance. Consistent with this hypothesis, this 

study found that BN allowed dropout to be reduced in strength: in a number of models e.g. 

NODE, Quantum Forest, TabNet, TabTransformer and SAINT, a low dropout rate of 0.1 was 

used, or 0.05 in the case of the SNN which has normalisation built into its architecture. 

Lookahead has also been suggested as a complementary technique to SWA by Zhang et al. 

(2019), who showed that the two techniques in combination led to highest accuracy during 

training and in the weight averaged final network. This study corroborates that as, for a number 

of models e.g. TabTransformer, DeepFM, DCN, xDeepFM and SNN, a combination of 

Lookahead and SWA led to optimal performance. 

 

In this study, the most important regularisation cocktail ingredients were weight decay, dropout, 

BN and Lookahead. This is similar to the most frequently selected techniques in Kadra et al. 

(2021) with the exception that SE was also commonly used in that work. As in that work, there 

was no regularisation method or combination that was consistently optimal in this study, with 

regularisation cocktails being model specific. However similar to their findings, all families of 

regularisation techniques were important: all models benefitted from weight decay and implicit 

regularisation and 78% of models benefitted from model averaging, which demonstrates the 

utility of simultaneous application of diverse regularisation methods. 
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A number of these regularisation techniques also have advantages in terms of low 

computational overhead. SE has the same training time as training a single model (Huang et al., 

2017). A key advantage of SWA is that it has almost no additional computational time or 

memory requirements compared to conventional SGD (Izmailov et al., 2018). Additional time is 

only needed to update a running average of the weights once per epoch, so computational time 

is similar to SGD. Memory is only needed to store a running average of weights and it is only 

necessary to store a single model with the average weights, so memory requirement is also 

similar to SGD. Lookahead is computationally efficient both in terms of time and memory, due 

to copying of parameters and simple arithmetic operations which are amortised over all inner 

loop updates, and only needing to maintain a single additional copy of model parameters (Zhang 

et al., 2019). 

 

However, these techniques are not without drawbacks. Dropout increases training time. This is 

because training involves learning different random architectures, hence gradients that are 

computed are not those of the final architecture. Weight updates are noisy hence training time is 

increased (Srivastava et al., 2014). SWA uses tail averaging which requires a hyperparameter of 

when to begin averaging to be selected; this can have significant impact on performance (Zhang 

et al., 2019). This study used 0.5 * number of epochs i.e. weight averaging in the second half of 

training, which is the approach recommended by Izmailov et al. (2018). Lookahead, which 

performs weight averaging throughout training, avoids this problem as it can be used from the 

beginning of training (Zhang et al., 2019). Because Lookahead computes an exponential moving 

average rather than an arithmetic average (like SWA), it also helps place focus on recent 

weights which are more likely to be optimal. 
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An interesting observation was made that specialised regularisation-based architectures did not 

benefit from additional regularisation cocktails. One can hypothesise that this is because these 

are already optimised for generalisation performance, with the use of specific techniques which 

include normalisation and modified loss functions (Shavitt & Segal, 2018; Lounici et al., 2021, 

Klambauer et al., 2017). 

 

The majority of models were not robust to training on class-imbalanced data. The reason for this 

is that the prediction task has increased difficulty when data is imbalanced and there are fewer 

training opportunities for the minority class. It becomes difficult to escape the obvious local 

minima which is to make a prediction consistently in favour of the majority class, as in the vast 

majority of cases, this is the correct prediction and results in lowest loss. This is a significant 

problem that many have grappled with on healthcare datasets, which are typically imbalanced 

against the class of interest due to low prevalence of diseases and conditions (Rahman & Davis, 

2013). In this study, the issue was dealt with by under-sampling the majority class but in real-

world applications this may not be desirable as it reduces the volume of training data making 

sample sizes insufficient. Additionally, there arises the problem of bias in the sampling process. 

Ideally, in the healthcare domain, there is a need for matched sampling so that the distribution 

of patients in the majority class is not skewed by under-sampling. However, this can be 

extremely challenging to ensure for all relevant features. For this reason, better methods for data 

augmentation such as synthetic data generation is needed, hence the importance of Part 1 of this 

study. 

 

The robustness of the feature interaction-based models for imbalanced training data is probably 

due to their ability to model high-order interactions and generalise to even rare or unseen feature 

interactions. The reason for robustness of SAINT may be due to intersample attention which 
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leverages other similar samples in the data to help classification (Somepalli et al., 2021) - in this 

task, Covid-19 infection is associated with a very specific profile in a few blood tests which is 

consistently present across multiple samples. 

 

For some models e.g. NODE and TabTransformer, regularisation cocktails appeared to improve 

robustness to imbalanced training data. However, this effect was not consistent and is likely due 

to the use of a cyclical learning rate in some of the regularisation cocktail ingredients e.g. SWA 

(Loshchilov & Hutter, 2017), which can perturb the model to escape the obvious local minima. 

 

All models were relatively robust when tested on datasets with imbalanced and missing data. 

There are advantages to this as it means that, as long as a training dataset is carefully 

constructed and a model is trained well, it can be deployed on diverse datasets, which is 

beneficial to practical real-world applications where a model needs to be used on imperfect data. 

 

Performance comparison with existing work: It is difficult to directly compare performance of 

the models on the dataset in this study with that reported in their original papers on open source 

datasets, due to the difference in nature of tasks e.g. binary or multiclass classification and task 

difficulty. Chen (2020) reported an accuracy in the range of 20 – 40% for Quantum Forest and, 

although accuracy is not equivalent to AUC, this study achieved significantly higher 

performance. DNDT accuracy was reported by Yang et al. (2018) to be largely in the range of 

70 – 90%, TabNet AUC was largely in the range 0.7 – 0.9 (Arik & Pfister, 2019), 

TabTransformer AUC was largely in the range 0.7 – 0.9 (Huang et al., 2020) and SAINT AUC 

was largely in the range 0.85 – 0.95 (Somepalli et al., 2021). In all cases, this study achieved 

comparable results. In Cheng et al. (2016) and Qu et al. (2016), Wide and Deep and PNN 
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achieved AUC of around 0.7 and 0.75 – 0.8, respectively; in comparison, this study achieved 

much higher performance (AUC increment of 0.15 and 0.1, respectively). This study also 

achieved higher performance on xDeepFM than Lian et al. (2018) who reported AUC of 0.8 – 

0.85, and a comparable result on DeepFM which achieved AUC of 0.8 – 0.9 (Guo et al., 2017). 

However for MLR and SNN, the AUC in this study was lower than in Lounici et al. (2021) and 

Klambauer et al. (2017) (AUC of 0.9 and 0.8 – 0.85, respectively). 

 

6.3   Limitations 

Despite demonstrated performance improvements, the approach in this study is not without 

limitation. In comparison to shallow methods such as GBDT, deep learning itself has higher 

computational requirements and requires more extensive tuning of data-dependent 

hyperparameters. Thus, using deep learning for predictive tasks on tabular data is more time 

consuming and requires more expertise (Shwartz-Ziv & Armon, 2021). Therefore, in many 

practical applications, shallow methods such as GBDT might still be preferred. However, as we 

have enumerated, deep learning has several advantages such as online learning and integration 

in multi-modal pipelines which are equally important for practical use, arguably outweighing 

these drawbacks. Regularisation cocktails requires even further hyperparameter optimisation 

(Kadra et al., 2021). However, some of the regularisation techniques used have been 

demonstrated in existing work to be robust to hyperparameter changes so do not require 

significant tuning: for example, Lookahead is robust to changes in the inner loop optimiser, 

ratio of fast to slow weight updates and the slow weight learning rate (Zhang et al., 2019). 

 

Another limitation of this work is that training datasets for Part 2 of the study did not have 

missing data. This was due to the constraints of the datasets available. The main Covid-19 



120 

 

pandemic dataset was the Portsmouth dataset (this had the largest number of Covid-19 positive 

cases) but it had low missing data hence it would not have been informative to train on this. It 

was possible to train on a different pandemic dataset with more missing data e.g. Bedford 

dataset, but this had much fewer number of Covid-19 positive cases and would have 

necessitated changing the training and external validation datasets, which would have prevented 

the results from being directly comparable. This study also only investigated classification and 

not regression and did not study datasets with extreme outliers or missing labels, among other 

special cases. 
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Chapter 7: Conclusion 

 

This chapter summarises the contributions of the study (Section 7.1) and advances suggestion of 

future work (Section 7.2). 

 

7.1   Contributions 

The study made the following discoveries: 

1. TVAE with normalising flows improves the current state-of-the-art performance of 

deep generative models on tabular data. 

2. Deep generative models are robust to real-world datasets with imbalanced and missing 

data, highlighting their potential for the healthcare sector. 

3. Specialised deep learning models developed for predictive tasks on tabular data can 

equal and surpass the performance of GBDT, enabling the combination of high 

performance, multi-modal pipelines and online learning, which is key in approximating 

clinician-like decision-making processes in the healthcare sector. 

4. Regularisation cocktails almost universally improve performance of all families of 

specialised architectures, and advances the state-of-the-art performance of deep learning 

models for predictive tasks on tabular data. 

5. Deep learning predictive models are generally not robust to datasets with imbalanced 

data, highlighting the need for caution in selection and construction of training datasets 

in the healthcare domain. 

6. Regularisation cocktails can still improve performance in the setting of imbalanced 

training datasets. 
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7. The full pipeline of synthetic tabular data generation for imbalanced training data 

augmentation and missing data imputation, combined with specialised deep learning 

architectures and regularisation cocktails, may be an effective approach to rapidly 

screen for Covid-19 infection in hospitals, improving treatment decisions and infection 

control, without the significant cost of Covid-19 testing. 

 

7.2   Future work 

Possible future work to build on this study include evaluating deep learning generative models 

on privacy metrics. This is important in the healthcare domain, where fully anonymising 

datasets is often challenging and time consuming. It is possible that CTGAN would result in 

better performance than TVAEs in this respect (Xu et al., 2019). 

 

The deep learning predictive models studied could also be trained on datasets with significant 

missing data to evaluate performance. This has only been sporadically studied, predominantly 

on SAINT and TabTransformer, which were both found to be robust to missing data, SAINT 

because it can borrow feature values from other similar datapoints in the dataset and 

TabTransformer due to contextual embeddings which can be flexible in how it draws 

information from features (Somepalli et al., 2021; Huang et al., 2020). However, robustness of 

other models to missingness in training data is not well understood. Similarly, models can be 

tested on training data of more varied quality, for example data with extreme outliers or missing 

labels. Further regularisation techniques such as data augmentation e.g. Cut-Out, Mix Up, Cut-

Mix, FGSM Adversarial Learning, and structural regularisation and linearisation e.g. skip 

connections, Shake-Shake and Shake-Drop could be included in cocktails (Kadra et al., 2021), 

for which there was not sufficient time to explore in this study. A final avenue which can be 

explored is the applicability of these models to semi-supervised learning. 
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A   Hyperparameter search 
 

This section gives the hyperparameter search spaces for each model in the study. 

 

Table A.1. CTGAN hyperparameters search space. 

Hidden dimension {120, 250, 500} 

Latent dimension {16, 32, 64, 128} 

 

Table A.2. TVAE hyperparameters search space. 

Hidden dimension {128, 256, 512} 

Latent dimension {16, 32, 64, 128} 

 

Table A.3. Sylvester flow hyperparameters search space. 

Num orthogonal vectors M {2, 4, 8} 

 

Table A.4. NICE flow hyperparameters search space. 

Num layers UniformInt[2,6] 

Hidden dimension {40, 80, 160} 

 

Table A.5. RealNVP flow hyperparameters search space. 

Num layers UniformInt[2,6] 

Hidden dimension {40, 80, 160} 

 

Table A.6. NODE hyperparameters search space. 
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Num layers UniformInt[1, 8] 

Num total trees {512, 1024, 2048} 

Tree depth UniformInt[4, 8] 

Tree output dimension UniformInt[1, 5] 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.7. Quantum Forest hyperparameters search space. 

Num layers UniformInt[1, 8] 

Num total trees {512, 1024, 2048} 

Tree depth UniformInt[4, 8] 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.8. DNDT hyperparameters search space. 

Num cut points per feature {1, 2} 

Temperature τ LogUniform[1e-3, 1e-1] 

Learning rate LogUniform[1e-5, 1e-1] 

 

Table A.9. TabNet hyperparameters search space. 

𝑁𝑑 {16, 32, 64, 128, 256} 

𝑁𝑎 {16, 32, 64, 128, 256} 

Relaxation factor γ {1, 1.2, 1.5, 2} 

Num steps 𝑁𝑠𝑡𝑒𝑝𝑠 UniformInt[3, 10] 

Sparsity coefficient λsparse LogUniform[1e-6, 1e-1] 

Momentum 𝑚𝐵 Uniform[0.7, 0.95] 
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Virtual batch size 𝐵 {32, 64, 128, 256} 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256, 512, 1024} 

 

Table A.10. TabTransformer hyperparameters search space. 

Embedding dimension {8, 16, 32, 64, 128, 256} 

Num layers N {1, 2, 3, 6, 12} 

Num attention heads {2, 4, 8} 

MLP first layer hidden dimension {m*l, m ∈ℤ|1≤m≤8} 

MLP second layer hidden dimension {m*l, m ∈ℤ|1≤m≤3} 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.11. SAINT hyperparameters search space. 

Embedding dimension {8, 16, 32, 64, 128, 256} 

Num layers L {1, 2, 3, 6, 12} 

Num attention heads {2, 4, 8} 

MLP first layer hidden dimension {m*l, m ∈ℤ|1≤m≤8} 

MLP second layer hidden dimension {m*l, m ∈ℤ|1≤m≤3} 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.12. Wide and Deep hyperparameters search space. 

Embedding dimension {4, 8, 16, 32, 64} 

Deep neural network num layers UniformInt[2, 5] 

Deep neural network hidden dimension {64, 128, 256, 512, 1024} 
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Deep neural network shape {rectangular, conical} 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.13. DeepFM hyperparameters search space. 

Embedding dimension {4, 8, 16, 32, 64} 

Deep neural network num layers UniformInt[2, 5] 

Deep neural network hidden dimension {100, 200, 400, 800} 

Deep neural network shape {rectangular, conical} 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.14. DCN hyperparameters search space. 

Embedding dimension {4, 8, 16, 32, 64} 

Deep neural network num layers UniformInt[2, 5] 

Deep neural network hidden dimension {64, 128, 256, 512, 1024} 

Deep neural network shape {rectangular, conical} 

Num cross layers UniformInt[3, 10] 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.15. xDeepFM hyperparameters search space. 

Embedding dimension {4, 8, 16, 32, 64} 

Deep neural network num layers UniformInt[2, 5] 

Deep neural network hidden dimension {100, 200, 400, 800} 

Deep neural network shape {rectangular, conical} 
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Num CIN layers UniformInt[2, 5] 

CIN hidden dimension {100, 200, 400, 800} 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.16. PNN hyperparameters search space. 

Embedding dimension {4, 8, 16, 32, 64} 

Deep neural network num layers UniformInt[2, 5] 

Deep neural network hidden dimension {100, 200, 400, 800} 

Deep neural network shape {rectangular, conical} 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.17. RLN hyperparameters search space. 

Num layers UniformInt[2, 5] 

Regularisation coefficients learning rate ν LogUniform[1e5, 1e7] 

Normalisation factor θ UniformInt[-6, -14] 

Weights learning rate η LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.18. MLR hyperparameters search space. 

Num layers UniformInt[2, 5] 

Hidden dimension {256, 512, 1024, 2048} 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 
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Table A.19. SNN hyperparameters search space. 

Num layers {2, 4, 8, 16, 32} 

Hidden dimension {128, 256, 512, 1024} 

Network shape {rectangular, conical} 

Learning rate LogUniform[1e-5, 1e-1] 

Batch size {128, 256} 

 

Table A.20. Weight decay / L2 regularisation hyperparameters search space. 

Weight decay / L2 regularisation LogUniform[1e-5, 1e-1] 

 

Table A.21. Dropout hyperparameters search space. 

Dropout rate p Uniform[0.05, 0.8] 

 

Table A.22. SE hyperparameters search space. 

Initial learning rate 𝛼0 {0.1, 0.2} 

Num epochs T 100 

Num snapshots 𝑀 UniformInt[4, 6] 

 

Table A.23. SWA hyperparameters search space. 

Initial learning rate α1 LogUniform[1e-3, 1e-1] 

Averaging period c 5 

Start averaging epoch 0.5 * num epochs 

 

Table A.24. Lookahead hyperparameters search space. 
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Fast weights num steps k {5, 10} 

Slow weights step size α {0.5, 0.8} 
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B   Source code 
 

For code used in this study, see the accompanying file to this dissertation. 
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